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Abstract—The Software Bill of Materials (SBOM) has emerged
as a possible tool to mitigate information asymmetry within
the security market. By promoting transparency throughout
the supply chain, stakeholders now have crucial information
that can support decisions throughout a product’s lifecycle.
This pre and post-procurement decision support aligns with the
evolving cybersecurity paradigm and supports well-established
economic models. Our research identifies the need for more
effective communication within the current security market.
While SBOMs may present an effective and viable option, their
current instantiation is not suitable for all consumers. We explore
how SBOMs can be made more usable. This paper seeks to
draw from our research to discuss the economic benefits of
communicating security. Particularly, we focus on how both
visualizing SBOMs and integrating SBOM information into
labels can increase transparency, which increases consumers’
willingness to pay.1

Index Terms—Security, Labels, SBOM, Permissions, Secure
Supply Chain

I. INTRODUCTION

The concept of a lemon’s market was introduced in 1970
to describe the U.S. second-hand car market [2]. The term
lemon refers to a used vehicle with hidden issues or defects
that may not be readily apparent to a buyer. Unscrupulous
sellers may attempt to mask underlying issues by investing in
cheaper superficial improvements (e.g., new exterior paint or
interior detailing) [16].

A lemon market can be characterized by three key factors.
First, information asymmetry exists, wherein the seller holds
more information about the quality of the goods than the buyer.
Second, the buyer rationally assumes that the goods offered for
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sale are of inferior quality since the seller has not sufficiently
proved the quality. Finally, the development and sale of high-
quality goods become financially impractical, as there are
no reliable means for a buyer to assure quality [2], [16],
[28], [31]. Essentially low and high-quality goods become
indistinguishable. This results in a situation where buyers are
unwilling to pay a premium for a potentially higher-quality
good, fearing it may end up being low quality. This threat of
inconsistent quality leads to a lack of consumer confidence
and decreased demand across the entire market.

A lemons market is normally a two-sided market, where
one person is selling a good and one person is buying a good.
However, technology creates more complicated markets [23].
For example, the mobile app market is more intricate due
to the existence of three major stakeholders: the developer,
the buyer, and the marketplace competition (often in the
form of a duopoly) [49]. Mobile app marketplaces need to
simultaneously cater to the needs of developers, while at
the same time instilling trust in buyers. More explicitly, a
marketplace must appeal to developers, since app availability
increases a smartphone’s usability and functionality, which
drives hardware purchases; simultaneously, the marketplace
must maintain buyers’ trust in the hosted applications to ensure
continued marketplace utilization. This leads to the need for
clear benefit communication [49]. Without it, consumers may
lack confidence, especially when there are disparate ratings
across multiple marketplaces (i.e., one has only positive re-
views and the other has negative reviews).

Information asymmetry is the result of a communications
problem. In this paper, we will use experiments designed to
peel back the layers of the lemon market to foster better
communication. We focus on how visualizing SBOMs and
integrating SBOMs into labels can both be used to increase
transparency and mitigate the lemons market in terms of
security and privacy. In doing so, we demonstrate that while
SBOMs may be complex, they hold the key to providing a
more safe and secure technology market.



II. BACKGROUND & RELATED WORKS

A challenge arises in how privacy and security risks are
communicated to users. Various measures, such as runtime
permissions, manifest presentations, Apple tracking trans-
parency, and Apple privacy labels have been implemented to
address this issue [6], [29], [34], [45]. The core argument
is that providing more information to users enables them to
make better decisions. When users have access to better risk
communication, they can demand higher security and privacy,
which increases their willingness to pay for secure prod-
ucts [12], [15], [22]. This creates an incentive for developers to
develop better products. Without this signal, developers with
superior products may never enter the marketplace, leading to
a decrease in overall quality and the persistence of a security
lemons market [2].

A. Risk Communication

To improve risk communication and change market behav-
ior, we can start with some assumptions from the early days
of risk communication – show users they are choosing a risky
option and that it is better not to take risks. But if users have
no choice (e.g., they have to share phone contacts in order
for the application to work), they will acquiesce. Therefore,
we need to create partnerships to encourage developers to
request fewer permissions, thus building long-term trust in
marketplaces. Additionally, it empowers users to select the
most secure and privacy-preserving apps, in turn decreasing
information exfiltration. This is, of course, the goal of risk
communication.

Risk communication also tells us that security should be
a gain. We can leverage prospect theory, which suggests that
people prefer gains over the probability of loss [27]. Currently,
all users see are gains. They are making decisions on marginal
gains and losses, not the final outcome. No one is choosing to
be vulnerable allowing hackers access to their data. However,
they are making incremental gain and benefit choices that
lead to this outcome. Therefore, we should present security
and privacy as gains in our risk communication strategy. We
need to communicate more effectively using models that are
shown to work in benefit communication and apply them to
risk communication.

Studies have shown that offering phone owners better choice
points for permissions, and ways to prioritize higher-quality
permissions, can lead to more informed decisions [5], [32],
[34], [45]. This technical problem can be addressed through
an economics-based solution. Currently, decisions are solely
based on benefits, and developers have no incentive to have
correct privileges or protect data. There is no cost for being
risk-maximizing. By using simple indicators to communicate
risks and benefits at the moment of decision, customers are
more informed [5], [20]. Our underlying assumption is that app
purchases drive developers’ engineering choices. To achieve
better risk communication, we must provide clear information
about risks and benefits, empowering users to make secure
decisions and prioritize their privacy.

B. Security Labels

To address these challenges, the National Institute of Stan-
dards and Technology (NIST) has proposed the use of security
labels [37], [38]. In 2023, the Federal Communications Com-
mission (FCC) revealed the U.S. Cyber Trust Mark, stemming
from NIST’s security labeling recommendations [18], [52]. On
March 14, 2024, the FCC voted to use this label for wireless
consumer Internet of Things (IoT) products [19].

Again, the same multiple decision-makers are playing a role
in this process (i.e., developers, buyers, and marketplaces).
And again, developers will not invest in creating secure, less
privileged products if buyers do not prioritize security. If we
want buyers to care more about security, labels and risk com-
munication must be attention-grabbing, easy to comprehend,
and aligned with users’ mental models [6], [9]. Presenting this
information at the time of decision-making is crucial.

A good example is the United States’ Smoking Kill label,
which is clear and straightforward, effectively conveying the
risk without requiring extensive understanding of medical
harms [21]. There are similar labels in Australia, which are
even more effective by using graphic imagery [24], [50].
All these labels serve as a warning, conveying the message
that smoking leads to death without the need for detailed or
convoluted medical jargon. However, the field of computer
science still struggles to achieve such clear and urgent risk
communication; it expects users to understand technical terms
or implicit impacts associated with risk.

C. Software Bill of Materials

Complementary to NIST’s labeling effort, the National
Telecommunications and Information Administration (NTIA)
is working on a software listing called a Software Bill of Mate-
rials (SBOM). This has been described as an ingredient list for
systems. NTIA defines an SBOM as a nested inventory of all
the components, information, and supply chain relationships
that contribute to a piece of software [41].

Bills of materials have long been standard practice in
manufacturing environments to identify all materials used in
the manufacture of a product. Similarly, an SBOM enables
secure use by identifying all software components; thus, it
can be used to trace vulnerabilities embedded in complex
code packages [51]. The minimum level of information creates
interoperability and allows for the traceability of components
through a product’s supply chain. While an SBOM is impor-
tant, by itself it is not sufficient to create a market for safe,
secure software and operations.

D. The SBOM Lifecycle

The SBOM lifecycle occurs over four cyclic phases: soft-
ware evaluation, generation, operations, and verification. In the
generation of an SBOM, we want to identify the components,
represent them correctly, and prune them so that components
that are of no concern are removed. For verification of the
SBOM, we might do static analysis, configuration file analysis,
real-time runtime analysis; we will want some cryptographic
attestations of these. For using SBOMs in operation, we



integrate it with our threat modeling, map vulnerabilities to
service, and identify mitigations. Then we update the code and
do software evaluation, where we map against current SBOMs,
identify differentiations, look at how the dependencies occur
for different services, and evaluate customer-specific use-
cases.

Fig. 1: The four phases of the SBOM lifecycle.

In theory, this idea of a well-defined software lifecycle,
consisting of requirements, planning, software design, testing,
and release, is sound. In practice, software development and
deployment can be more chaotic and iterative than this simpli-
fied model suggests. It requires constant vigilance to identify
vulnerabilities and maintain a secure codebase throughout the
software’s lifecycle. Especially when we discover something
wrong started in the requirements phase and we have to
redevelop it, iteratively updating the code as we learn more.
How then do we support users and developers in this con-
stant feedback, nonlinear lifecycle? In this paper, we conduct
experiments to identify ways of communicating these vulner-
abilities. Applying the lessons learned can make unfriendly
SBOMs more friendly to a variety of stakeholders.

However, we need to maintain some level of complexity
to have value for technical stakeholders. For example, se-
curity labels only serve the least expert and do not address
operational concerns. They are inadequate for experts needing
technical information. SBOMs address this requirement gap,
though their current instantiation is not designed to be inte-
grated into labeling efforts. Another consideration is SBOM’s
consistent update and validation, providing a more accurate
representation of a product’s current security posture. A static
label, on the other hand, represents the validation within a
moment in time, which may not accurately reflect the reality
of a dynamically evolving security ecosystem.

E. Vulnerability Disclosures
The significance of patching can be traced back to events

like the Therac-25, a medical linear accelerator used for cancer
radiation therapy. Eleven machines were installed, and six
people were seriously injured, with numerous other complaints
about the device. Still, Therac did not fix it until the U.S.
Food and Drug Administration (FDA) forced them to do
so [30]. The lack of timely resolution resulted in severe
injuries to patients, highlighting the critical need for efficient
vulnerability disclosure and response processes.

While often a vendor will acknowledge and quickly patch
a vulnerability, other times they may take months to respond,
and sometimes outright deny the existence of said vulnerabili-
ties. Still, vulnerability reporting and 3rd party analysis create
tremendous value in the ecosystem [26]. However, the scale
of vulnerabilities has surpassed human evaluation capacity. In
2020, the National Vulnerability Database identified 18,349
vulnerabilities; in 2023, it had grown to 28,819 a year [39].
It is no longer possible for humans to adequately evaluate
all these issues, and in 2024, NIST paused its enrichment
efforts of Common Vulnerabilities Exposures (CVEs) [40].
This highlights the importance of automation in assessing,
framing, and prioritizing vulnerabilities.

The discovery of a vulnerability is often challenging, but
once it is identified, applying that vulnerability and determin-
ing the scope and impact on systems is a bigger challenge.
And when we introduce bugs into this ecosystem, the com-
plexity increases again. The SBOM is critical in managing
increasingly complex software ecosystems [51]. And it is a
critical tool for future automation efforts. Currently, SBOMs
are represented by a machine-readable file structure such as
JavaScript Object Notation (JSON). This allows machines to
quickly parse and build nested inventories so that when a
vulnerability is identified it can be properly managed. SBOMs
can be used to determine when to invest based on the status,
technical impact, level of access, and likelihood of an attack.

Fig. 2: An example of what a few packages in an SBOM look like
in JSON format.

III. METHOD & EXPERIMENTS

In this section, we discuss how SBOMs can be used to
mitigate a lemons market. First, we draw a similarity to a
visualizer we developed for Manufacturer Usage Description
and how SBOM data can be represented to provide a more



complete understanding of its interaction. Next, we will de-
termine which security factors users may find the most salient
within the presented SBOM. Finally, we seek to determine if
consumers would be willing to pay for more secure products.
These experiments demonstrate that while SBOMs in their
current form may not be usable, they have significant value if
they can be communicated in the right way to the right users.

A. Visualizing SBOMs

We can gain valuable insights from app permissions, soft-
ware development practices, and access control through the
Manufacturer Usage Description (MUD). MUD is a machine-
readable access control list designed for IoT devices, ensuring
secure device-specific access control without the need for cus-
tomizing hardware controls. The idea is to simplify onboarding
and facilitate device integration by sharing MUD files. The
goal is to enable easy plug-and-play usage for all users [3].

1) Method: To assess the usability of the MUD-Visualizer,
we conducted a comparison study where 52 participants were
divided into two groups: a control group using standard
textual MUD files and an intervention group using the MUD-
Visualizer, shown in Figure 3. We use the control to evaluate
the effectiveness of visualization. Both groups were tasked
with answering 23 questions regarding the information pre-
sented in the MUD. For example, participants were tasked
with identifying which remote servers or local devices were
allowed to interact with other devices on the network based on
their MUD file. Additionally, we asked basic questions related
to the protocols permitted by the devices, such as IP version,
port numbers, and whether TCP or UDP was used. The
MUD-Visualizer has been developed to simplify information
presentation, allowing increased usability and understanding
of interconnected information.

Fig. 3: The MUD-Visualizer can help visualize the connected nodes
as well as display the traffic data.

2) Results: Using the Software Usability Scale (SUS) for
both the control and intervention, we can determine the
groups’ usability; an aggregate score of 68 is considered
to have average usability [4]. Participants in the control

group scored 55.19, while those in the intervention scored
77.02. This higher score is indicative of increased usability of
complex information. We used the Mann-Whitney rank sum
test to determine that this difference between the groups was
statically significant, p < .001. When analyzing the time to
selection, as well as the accuracy of selection, we again see the
intervention outperforming the control. The MUD-Visualizer
took significantly less time to use, almost a third less time
than the control. Additionally, the accuracy difference was
statistically significant, where participants using the MUD-
Visualizer had a median accuracy of 100.00%, while the
control only had a median accuracy of 78.26%.

Fig. 4: Median accuracy between the control (i.e., plain) and the
intervention (i.e., mudviz).

3) Implications: This visualization approach has the po-
tential to expand to be used for SBOMs. When users receive
the manufacturer’s usage device access control list, they gain
insight into the components of their device. Similar to an
SBOM, the MUD is machine-readable but not easily accessible
to humans. To support developers in generating and visualizing
MUDs, they require proper support. As demonstrated in our
study, an effective method to do this was the MUD-Visualizer.
Simply allowing visual manipulation instead of relying solely
on written access control rules increased accuracy. This visu-
alizer concept aligns with SBOM generation; creating a map
of dependencies, where all other dependencies naturally flow
as part of the overall SBOM’s upstream connections. Adding
or removing components becomes intuitive, as users do not
have to review the entire SBOM for each change. This not
only makes it computationally efficient but also useful to those
interacting with the code.

B. SBOM Visualization Tools

While automation will drive the initial vulnerability identifi-
cation, human interaction is important to determine the critical-
ity of the vulnerability, scope, and impact. Organizations have
finite resources and cannot remediate every risk. Visualization
tools help map complex interdependencies, allowing analysts



to assess the broader implications beyond automated outputs.
Combining automation for detection and human expertise for
contextual analysis creates a more comprehensive approach to
managing security risks. However, for human expertise to be
valuable, decisions must be accurate. Recall, that the MUD-
Visualizer demonstrated a high correlation between accuracy
and accessibility, and we can apply this finding to SBOMs.

1) Method: In this study, we compared two open-source
SBOM visualization tools (i.e., It-Depends and DeepBits)
against a machine-readable JSON file generated with the Soft-
ware Package Data Exchange (SPDX) standard. It-Depends
focuses on identifying dependencies and flags packages with
vulnerabilities, as shown in Figure 5. This tool lacks detailed
information, such as the source of the vulnerability [53]. In
Figure 6, we show the use of DeepBits, a commercial AI-based
SBOM generation suite [13]. This tool provides source infor-
mation on package vulnerabilities, including CVE identifiers.
For our study’s control, we use JSON files using the SPDX
standard, an open standard for representing SBOMs [48].
We use the JSON file format to provide a more traditional,
machine-readable SBOM to compare against the other two
visualization tools. An excerpt of the JSON file format is
shown in Figure 2.

Fig. 5: It-Depends shows the interconnected dependencies between
vulnerable packages.

This study was based on vulnerability identification and mit-
igation tasks. Specifically, we evaluated SBOM’s acceptability
and accuracy by randomly distributing participants into one of
the three conditions (i.e., It-Depends, DeepBits, JSON). Within
each condition, participants were presented with a series of
code components and asked to determine the existence of a
vulnerability, any dependencies, and any mitigation steps.

Fig. 6: A DeepBits generated graphic can show CVEs in code
packages

2) Preliminary Results: This project is currently ongoing;
however, a primary objective of this study is to determine
whether visualizations enable SBOM usability. We have re-
cruited 70 participants, who were randomly distributed to one
of the three groups. All participants assigned to It-Depends
(19) and DeepBits (22) completed the task. However, of the
29 participants assigned to the JSON file, only 17 completed
the tasks. Both visualizations demonstrate how users can
more efficiently engage with vulnerability information. Further
analysis is needed to assess how these relate to performance
and user experience. Additionally, the current results are based
on 70 participants, where the majority of participants lack
experience with SBOMs. As SBOMs become more common
in software development, we anticipate more familiarity with
SPDX’s JSON file format.

3) Implications: The lower completion rate from the JSON
condition indicates that users experience more cognitive load
and frustration when working with less visual tools. In prac-
tice, this may delay the assessment of a vulnerability’s scope
and impact, prolonging exposure to an organization. However,
while visualizations are a solution, this integration is still
a challenge. With the complexity and necessity of tools to
make SBOMs usable, is it realistic that SBOMs will ever be
used? Only if they can be readily identified and integrated.
When users are burdened with a vast number of fragmented
SBOMs, regardless of format, they will never use them.
Instead, having a comprehensive view of all the components
and their dependencies creates usability.

C. Integrating SBOMs into Labels

Labels are designed to be used at the point of purchase, as
it synthesizes technical information into a simple, graphical
design. On the other hand, SBOMs, in their current form,



are not user-friendly, as they are designed for longer-term use
to track vulnerabilities throughout the supply chain. Ideally,
combining SBOMs with labels will strengthen the security
of products, encouraging consumers to make more security-
conscious choices over a product’s lifecycle. The efficacy of
both labels and SBOMs will be a function of their reliability
and relevance. In this experiment, we explore which security
features are most important to consumers and how they can
be used to convey implicit aspects of an SBOM [8], [10].

1) Method: This experiment began with a study of se-
curity guidelines to gauge their efficacy in practice [14],
[33], based on sources from the Federal Trade Commission
(FTC) [11], National Highway Traffic Safety Administration
(NHTSA) [35], Federal Bureau of Investigation (FBI) [17],
Online Trust Alliance (OTA) [42], NIST [47], and Open Web
Application Security Project (OWASP) [43]. The resulting
union of the 131 best practices was 56 unique recommenda-
tions. As federal labeling efforts would primarily impact users
within the federal acquisition system (i.e., suppliers, vendors,
and buyers), we include additional federal guidelines [36]–
[38], [46] and AI & ML factors [48].

We used these 73 security factors in a virtual card sorting
exercise to identify insights into participant decision-making.
The 66 participants were recruited and asked to identify
the relative importance of a given factor for a specific pur-
pose (e.g., supports transport encryption as a component of
secure operations). Specifically, participants were presented
with a security feature that was associated with one of five
security categories (e.g., authentication, secure onboarding).
Each feature was placed into one of four categories (i.e.,
very important, important, less important, or not important)
according to the degree to which they would influence a
participant’s purchasing decision.

2) Results: As we assume consumers of SBOMs would
have some technical literacy, we selected participants with
some expertise in coding. In addition, previous work had found
that only the more technically literate users would engage
with the technical information presented on labels. We identify
the attitudes towards a specific category using measures of
central tendency and dispersion to rate the distribution of
responses. Results from the study are aggregated into five
separate security categories and represented in Figure 7. The
initial identification of top ten items for label design are:

1) Sensitive personal information
2) Two-factor authentication
3) Brute force protection
4) Transport encryption
5) Standards compliance
6) Vulnerability process
7) Specialized hardware requirements
8) Encryption at rest
9) Required consent of data sharing

10) System backups
The study also aimed to identify the relationship between

security factors and different groups. The results show only
education and technical acumen had any significant correlation

with any security factors or categories. And even then, it was
only marginally influential between variables.

Fig. 7: Aggregate responses are categorized into security categories.

3) Implications: From this study, we can see that security
labels, and to a higher degree, SBOMs, are a significant
research challenge. However, SBOMs have significant upside
if leveraged properly, extending beyond purchasing decisions
to secure operations post-purchase. Ensuring secure operations
involves integrating with threat modeling, mapping vulnerabil-
ities to services, linking with the attack chain, and identifying
mitigation options. A critical question then emerges: will
companies invest in security? Knowledge of vulnerabilities
is essential to evaluate appropriate return on investment, and
sharing this information across organizations could increase
investment within the ecosystem. The existence of SBOMs,
as a mechanism of information sharing, increases investment
simply by decreasing uncertainty. SBOMs should ideally en-
hance the situation by improving information flow. Next, we
will determine if consumers would be willing to pay for more
transparent security.

D. Willingness to Pay for Security

Willingness-to-pay is the maximum amount of money a
consumer is willing to spend to acquire a good or service,
denoting the value they place on a particular item [25]. Em-
pirical results of multiple laboratory investigations illustrate
that consumers will pay for security and demonstrate the
importance of quality and brand to consumers [1], [7], [8],
[12], [15], [22]. Additional research in willingness to pay
for security and privacy indicates a greater willingness to
pay for privacy [1], [22], [44]; however, security and privacy
are complex, ever-changing, and often intertwined. Modern
privacy includes dimensions that are clearly aligned with
security: risk, integrity, and trust. Moreover, if privacy is the
goal, security is the enabler. In this experiment, we seek to
understand if consumers will pay more for increased security.

1) Method: To determine consumers’ willingness to pay,
we conducted a simulated purchasing experiment. We sur-
veyed 599 participants and gave each $15, informing them



they would receive their product and any remaining funds
at the end of the study. Participants were then divided into
six experimental groups: five interventions based on different
security indicators and one control with no indicators. Products
were labeled with these security indicators to determine if
they would influence choice. We utilized Amazon marketplace
listings to provide external validity since these listings already
have built-in economic and product trade-offs. Additionally,
participants are more likely to authentically engage with
these listings to process information across product descrip-
tions, pricing structure, customer reviews, product ratings,
and product features/designs. Since these listings mirror ac-
tual economic influences consumers face, representing more
multi-dimensional decision dynamics, it allows us to better
determine the impact of security in the marketplace.

2) Results: A key research question centers around whether
security labels can increase a consumer’s willingness to pay
for a product. To assess this we evaluated the pricing for each
label compared to the control and employed a Mann-Whitney
U Test, which allowed us to compare the distributions of our
samples to determine whether they were statistically different
from the control. Given the design of our experiment, any
deviation in spending between the labeled groups and the
control group could reasonably be theorized to reflect more
security-conscious decision-making, as security labeling was
the only variable introduced. Our results indicate that in terms
of general consumers, there are no statistically significant
differences when compared to the control. This suggests that,
overall, security labels do not drive a collective increase in
participants’ willingness to pay for more secure products.

However, when focusing on consumers who are already
predisposed to caring about security, we saw an increase of
16.5% above non-security-aware consumers and 11.3% above
the control. These results were statistically significant, indicat-
ing a willingness to pay among Security-Aware participants.
The increase was less pronounced within the Privacy-Aware
participants, and not statistically significant. This suggests that
privacy concerns alone do not substantially elevate willingness
to pay for security features.

Willingness to Pay
SA S&PA PA

Non-Security-Aware +16.5% +22.0% +4.4%
Control +11.3% +20.7% +4.9%

Intervention +10.4% +19.3% +3.4%

TABLE I: Percent increase for Security-Aware (SA), Privacy-Aware
(PA), and Security&Privacy-Aware (S&PA) participants vs. Non-
Security-Aware, Control, and Intervention participants. For example,
SA participants were willing to pay +16.5% more for security
compared to non-security-aware consumers.

3) Implications: We can apply three lessons learned from
this experiment – the importance of simplicity, the need to
communicate economic value to the consumer, and the role of
familiarity. An effective awareness campaign could not only
emphasize the significance of security but also provide clear
and accessible information about the benefits and implications
of cost savings. Over time, increased awareness and trust in

security could significantly enhance the overall security mar-
ket, as individuals would come to expect it. Communicating
security’s value proposition is critical as general consumers
often do not understand underlying benefits and the economic
trade-offs (i.e., higher upfront investment in security may save
more money in the long term).

IV. CONCLUSION

In this paper, we reviewed how information asymmetry can
lead to market failure. We explored the historical underpin-
nings of a lemons market, used to describe a used car market,
and we applied a similar framework for new technologies.
Studying this phenomenon highlighted that even in the digital
age, where a vast amount of information is easily accessible,
information asymmetry can persist. This persistence of a
lemons market results in adverse consumer interaction, due
to hidden or obscured information, ultimately deteriorating
the overall quality of goods in the market. We reviewed two
methods that could mitigate this: visualizing SBOMs and using
SBOM information in security labels. In doing so, it should
drive an increase in consumers’ willingness to pay.

Ultimately an SBOM, supported by user-friendly interac-
tions and the right tools, has the potential to foster a market
for safe and secure software across its lifecycle, from devel-
opment and verification to operations and purchase support.
By providing transparent and easily consumable information
about complex software, the SBOM becomes a catalyst for
informed decision-making. This peels back the layers of the
lemons market for any device that is reliant on software code
as a foundation. Overall, the SBOM can correct how the
marketplace interacts with stakeholders, aligning itself with
established mental models.
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