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DATA GRAPHING METHODS, ARTICLES OF 
MANUFACTURE, AND COMPUTING 

DEVICES 

RELATED PATENT DATA 

This application claims priority to U.S. Provisional Patent 
Application Ser. No. 61/391,257, filed Oct. 8, 2010, entitled 
“A Multi-Level Middle-Out Cross-Zooming Approach for 
Large Graph Analytics, the disclosure of which is incor 
porated by reference. 

STATEMENT AS TO RIGHTS TO INVENTIONS 
MADE UNDER FEDERALLY-SPONSORED 

RESEARCH AND DEVELOPMENT 

This invention was made with Government support under 
Contract DE-AC0576RLO1830 awarded by the U.S. 
Department of Energy. The Government has certain rights in 
the invention. 

TECHNICAL FIELD 

This disclosure relates to data graphing methods, articles 
of manufacture, and computing devices. 

BACKGROUND OF THE DISCLOSURE 

Graph analytics is a way of facilitating guided graph 
exploration through visual and interactive means. Unlike 
many graph visualization research efforts that focus pre 
dominantly on layout algorithms and rendering techniques, 
graph analytics research strives to provide an engaging 
interactive journey that bridges the gap from data to infor 
mation to knowledge. Graph visualization still plays an 
important role in building this analytical journey, as do 
database querying, graph mining, interactive interrogation, 
human judgment and senses. 
Two primary schools of thought have developed when 

designing graph analytics tools: top-down and bottom-up. 
The top-down approach often provides an initial full view of 
the entire dataset and then gradually reaches out to the local 
details. The bottom-up approach frequently starts with seed 
nodes or a subset of nodes, and then builds the rest of the 
graph through associations. These graph analytics tools are 
Suited to different tasks or goals. 

This disclosure relates to methods and apparatus for 
creating graphical representations of data sets. In some 
embodiments described herein, methods and apparatus are 
directed to a working graph analytics model which exploits 
vast middle-ground information which may be overlooked 
by the two above-mentioned analytical approaches. Other 
embodiments are also disclosed herein. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Exemplary embodiments of the disclosure are described 
below with reference to the following accompanying draw 
ings. 

FIG. 1 is a functional block diagram of a computing 
device according to one embodiment. 

FIG. 2 is a conceptual illustration illustrating a plurality of 
graphical representations of a data set at a plurality of 
different hierarchical levels according to one embodiment. 

FIGS. 3-3D are illustrative representations where data of 
a data set are represented at different resolutions within a 
graphical representation of the data set according to one 
embodiment. 
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2 
FIGS. 4-4C are a hierarchy illustration of different hier 

archical levels corresponding to different resolutions of a 
graphical representation of a data set according to one 
embodiment. 

FIGS. 5-5B are illustrative representations where data of 
a data set are represented at different resolutions within a 
graphical representation of the data set according to one 
embodiment. 

FIG. 6 is a user interface window which an analyst may 
interact with during analysis of a graphical representation of 
a data set according to one embodiment. 

DETAILED DESCRIPTION OF THE 
DISCLOSURE 

Some aspects of the present disclosure relate to a working 
graph analytics model. As described herein, one embodi 
ment of the disclosure includes one or more analytical 
features including generating a multi-level hierarchy (e.g., 
different degrees of resolution or coarseness of a graph), 
enabling middle-out analysis of graphs starting at an inter 
mediate hierarchical level, and cross-Zooming across a plu 
rality of different hierarchical levels. Additional embodi 
ments and aspects are described herein. 

According to one embodiment, a data graphing method 
comprises accessing a data set, displaying a graphical rep 
resentation including data of the data set which is arranged 
according to a first of a plurality of different hierarchical 
levels, wherein the first hierarchical level represents the data 
of the data set at a first of a plurality of different resolutions 
which respectively correspond to respective ones of the 
hierarchical levels, selecting a portion of the graphical 
representation wherein the data of the portion is arranged 
according to the first hierarchical level at the first resolution, 
modifying the graphical representation by arranging the data 
of the portion according to a second of the hierarchal levels 
at a second of the resolutions, and after the modifying, 
displaying the graphical representation wherein the data of 
the portion is arranged according to the second hierarchal 
level at the second resolution. 

According to an additional embodiment, an article of 
manufacture comprises at least one computer-readable Stor 
age medium storing programming configured to cause pro 
cessing circuitry to perform processing comprising first 
displaying a first graphical representation of a data set 
wherein data of the data set is arranged at an intermediate 
resolution, selecting a portion of the first graphical repre 
sentation, arranging data which corresponds to the selected 
portion of the first graphical representation according to one 
of an increased resolution and a decreased resolution com 
pared with the intermediate resolution, after the arranging, 
second displaying a second graphical representation includ 
ing the data of the data set at the intermediate resolution and 
the one of the increased and decreased resolutions. 

According to another embodiment, a computing device 
comprises a display Screen configured to display a graphical 
representation of a data set, a user interface configured to 
receive user inputs of a user interacting with the computing 
device, and processing circuitry coupled with the display 
screen and the user interface and configured to access one of 
the user inputs which selects a portion of the graphical 
representation and which instructs the processing circuitry to 
modify the graphical representation to represent data of the 
data set corresponding to the portion at a first resolution and 
to represent other data of the data set at a second resolution 
which is different than the first resolution and to control the 
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display screen to display the modified graphical represen 
tation which represents the data of the data set at the first and 
second resolutions. 

Referring to FIG. 1, an example embodiment of a com 
puting device 10 is shown which is configured to process 
data of a data set to generate a graphical representation of the 
data of the data set. In one embodiment, computing device 
10 is configured to implement a working graph analytics 
model. The computing device 10 may be implemented in 
any appropriate computing hardware configuration. For 
example, the illustrated computing device 10 includes a user 
interface 12, processing circuitry 14, storage circuitry 16 and 
a communications interface 18. Computing device 10 may 
include more, less and/or alternative components in other 
embodiments. 

User interface 12 is configured to interact with a user and 
may include a display Screen 13 to convey data to a user 
(e.g., displaying visual images for observation by the user) 
as well as one or more input device 15 (e.g., keyboard, 
mouse, etc.) configured to receive inputs. Such as data 
queries, from the user. User interface 12 may be configured 
differently in other embodiments. 

In one embodiment, processing circuitry 14 is arranged to 
process data, control data access and storage, issue com 
mands, and control other desired operations. For example, 
processing circuitry 14 may process data of a data set to 
generate graphical representations of the data set. The pro 
cessing circuitry 14 may also process the data set with 
respect to received user inputs and modify the graphical 
representations of the data responsive to the received user 
inputs in one example. As discussed in detail below in one 
embodiment, the processing circuitry 14 may display the 
graphical representations of the data at different hierarchical 
levels of resolution or coarseness (e.g., multi-level hierar 
chy) to assist with analysis operations of the data wherein 
analysts can capriciously and concurrently access both finer 
and coarser details of the underlying graph. 

Processing circuitry 14 may comprise circuitry configured 
to implement desired programming provided by appropriate 
computer-readable storage media in at least one embodi 
ment. For example, the processing circuitry 14 may be 
implemented as one or more processor(s) and/or other 
structure configured to execute executable instructions 
including, for example, Software and/or firmware instruc 
tions. Other exemplary embodiments of processing circuitry 
14 include hardware logic, PGA, FPGA, ASIC, state 
machines, and/or other structures alone or in combination 
with one or more processor(s). These examples of process 
ing circuitry 14 are for illustration and other configurations 
are possible. 

Storage circuitry 16 is configured to store programming 
Such as executable code or instructions (e.g., software and/or 
firmware), electronic data, databases, image data, or other 
digital information and may include computer-readable Stor 
age media. At least some embodiments or aspects described 
herein may be implemented using programming stored 
within one or more computer-readable storage medium of 
storage circuitry 16 and configured to control appropriate 
processing circuitry 14. 
The computer-readable storage medium may be embodied 

in one or more articles of manufacture which can contain, 
store, or maintain programming, data and/or digital infor 
mation for use by or in connection with an instruction 
execution system including processing circuitry 14 in the 
exemplary embodiment. For example, exemplary computer 
readable storage media may be non-transitory and include 
any one of physical media Such as electronic, magnetic, 
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4 
optical, electromagnetic, infrared or semiconductor media. 
Some more specific examples of computer-readable storage 
media include, but are not limited to, a portable magnetic 
computer diskette. Such as a floppy diskette, a Zip disk, a 
hard drive, random access memory, read only memory, flash 
memory, cache memory, and/or other configurations capable 
of storing programming, data, or other digital information. 

Communications interface 18 is arranged to implement 
communications of computing system 10 with respect to 
external devices (not shown). For example, communications 
interface 18 may be arranged to communicate information 
bi-directionally with respect to computing system 10. Com 
munications interface 18 may be implemented as a network 
interface card (NIC), serial or parallel connection, USB port, 
Firewire interface, flash memory interface, or any other 
Suitable arrangement for implementing communications 
with respect to computing system 10. Communications 
interface 18 may be coupled with one or more networks, 
including the Internet. In one embodiment, communications 
interface 18 is configured to receive a data set to be 
processed for graph analytics. 

In one example, various aspects of the disclosure may be 
implemented using Microsoft C# with net framework and 
Microsoft DirectX 9 graphics. The underlying graph ana 
lytics and computation library is implemented using Micro 
soft C++ to ensure optimal performance of the library in one 
embodiment. 

Referring to FIG. 2, a conceptual illustration 20 including 
a plurality of examples of graphical representations 24a-24f 
generated by computing device 10 processing a common 
data set are shown at a plurality of hierarchical levels. 
Although the illustrated example shows the data being 
processed into graphical representations 24a-24f of six dif 
ferent hierarchical levels, the data of a data set may be 
processed into more or less hierarchical levels in other 
examples. 
The illustrated example graphical representations 24a-24f 

are large Small-world graphs including a plurality of nodes 
and links which associate the nodes with one another. The 
graphical representations 24a-24f at the plural hierarchical 
levels illustrate the data of the data sets at a plurality of 
different resolutions or degrees of coarseness (e.g., more or 
less nodes and links in one embodiment) while maintaining 
a substantially common shape. The arrow 22 illustrates the 
graphical representations increasing in resolution from 
graphical representation 24a to graphical representation 24f 
in the illustrated example. Details of one possible imple 
mentation of graphing data of a data set at a plurality of 
hierarchical levels are described in Pak Chung Wong, etc., 
“A Dynamic Multiscale Magnifying Tool For Exploring 
Large Sparse Graphs.” Information Visualization, Vol. 7, no. 
2, pages 105-117, Palgrave McMillan 2008, the teachings of 
which are incorporated herein by reference. Other coarsen 
ing approaches may be utilized to generate a hierarchy of 
increasingly coarse layouts of a given graph in other 
embodiments. 

In some embodiments, it is desired to utilize a multi-level 
coarsening approach which retains significant structural 
features at each level. Reducing too many nodes at a time 
(and thus a shallower hierarchy) may cause a loss of too 
much detail to support an effective recovery later. Contrarily, 
reducing too few nodes (and thus a deeper hierarchy), on the 
other hand, may lead to unnecessary computation for many 
fairly similar graphs in the hierarchy. In one embodiment, a 
coarsening approach known as matching that maintains an 
approximate 50% reduction rate at each level is utilized by 
merging nodes with the least number of connections to the 
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nodes they are connected with. The merging process may 
continue until a 50% reduction rate is reached and the new 
coarser graphical representation would have no less than 
half the graph nodes of the previous (finer) graphical rep 
resentation in one embodiment. 

In one embodiment, both connected and disconnected 
graphs (e.g., graphs with isolated Sub-graphs) may be pro 
cessed into different hierarchical levels. In one embodiment, 
a matching strategy may be used to allow isolated nodes to 
be merged and in one additional example, isolated nodes 
may be paired with their closest neighbors in order to reduce 
the distraction caused by the animation and to attempt to 
maintain the “shape of the graph at different visualization 
levels. 
The processing of data of Some relatively large data sets 

may result in graphical representations which include hun 
dreds of thousands of nodes. Display screens typically have 
a maximum size (e.g., maximum number of pixels) and may 
not be able to display an entire graphical representation of a 
data set at the highest possible resolution due to limitations 
in Screen size, pixels, etc. 
As mentioned above, the illustration 20 is intended to 

show how data of an example data set may be processed into 
graphical representations 24a-24f of a plurality of different 
hierarchical levels. During the processing of data of a given 
data set during analysis, the computing device 20 may not 
need to generate all of the graphical representations 24a-24f. 
In one embodiment, different portions of a graphical repre 
sentation may be depicted at different hierarchical levels 
with different corresponding resolutions. As discussed fur 
ther below, a user may select different portions of a graphical 
representation to have increased or decreased resolution. 

In one embodiment, the computing device 10 processes 
data of a data set to generate one of the graphical represen 
tations 24a-24f. In one embodiment, a middle-out approach 
is used where a graphical representation of the data arranged 
according to an intermediate hierarchical level at a respec 
tive intermediate resolution or coarseness is initially dis 
played to a user. The described example embodiment inte 
grates behaviors of both top-down and bottom-up 
approaches with additional features such as interactive 
cross-Zooming (described below) to exploit the vast middle 
ground of the graph hierarchy. 

For example, graphical representation 24c depicts the data 
arranged at an intermediate hierarchical level wherein the 
data of the data set is displayed at a corresponding interme 
diate resolution since the data may be arranged at increased 
resolutions in additional hierarchical levels 24d-24f or the 
data may be arranged at decreased resolutions in additional 
hierarchical levels 24a-24b. A user may interact with and 
modify the displayed graphical representation at the inter 
mediate level (e.g., representation 24c) to analyze the data of 
the data set as described further below with respect to FIGS. 
3-3D. The particular hierarchical level which is initially 
displayed to a user may be selected by user input in one 
embodiment, or automatically without user input in another 
embodiment (e.g., the highest resolution may be automati 
cally displayed where the entire graphical representation 
may be displayed using the display screen). In one embodi 
ment, the processing circuitry may automatically select (e.g., 
without user input) a hierarchical level of the initial graphi 
cal representation to be displayed based upon a size of the 
display screen and utilize a force-direct layout to draw the 
graphical representation at the selected hierarchical level. In 
one embodiment, the hierarchical level selection of the 
initially displayed graphical representation is a function of 
data size and number of available pixels. In one embodi 
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6 
ment, the selection of a coarsened layout (instead of a 
full-resolution one) is to ensure the graph is drawn with 
clarity and conciseness, given the size of the graph and the 
number of display pixels available. Furthermore, in one 
implementation, users can interactively override an auto 
matic selection and start with a finer or coarser view. Based 
on the initial view of the graph, the analysts can now 
interrogate the graph by querying the database and analyzing 
the results as described in additional detail below. The 
utilization of an intermediate hierarchical level in one 
embodiment enables analysts in Some situations to see a 
glimpse of a graph as opposed to nothing at all in some other 
graphing techniques. 

Referring initially to FIG. 3, a graphical representation 26 
of the data of the data set may be initially displayed using the 
display screen 13 arranged at an intermediate hierarchical 
level. For example, graphical representation 26 corresponds 
to the intermediate level graphical representation 24c of 
FIG. 2. The example graphical representation 26 includes a 
plurality of nodes 30 and a plurality of links 32 which 
associate the nodes 30 with one another to represent the data 
of the data set and as a result of the processing of the data 
Set. 

As mentioned above, a user may interact with the dis 
played graphical representation 26 to analyze the data of the 
data set. In one embodiment, a user may select one or more 
portions of the graph in which additional detail (i.e., 
increased resolution) is desired and/or the user may select 
one or more portions of the graph in which less detail is 
desired. The computing device modifies the graphical rep 
resentation which is displayed according to the user changes 
specifying that different portions of the graphical represen 
tation represent the data according to different resolutions. 

In one embodiment, a user may Submit queries against the 
data to select portions of the graphical representation 26 for 
modification. An example user interface for implementing 
user interaction with respect to the graphical representation 
26 according to one embodiment is shown in FIG. 6. In 
another embodiment, the user may manipulate user input 
devices (e.g., a mouse) to directly select nodes or areas of the 
graphical representation 26 for modification, for example, 
by drawing a box around a desired portion of the graphical 
representation 26. Due to display capabilities (e.g., Screen 
size, number of pixels, etc.) of a display Screen 13, the 
graphical representation of the data may not be capable of 
being entirely displayed according to the highest hierarchi 
cal level at the highest resolution. In one embodiment, a user 
may select one or more portions of an intermediate graphical 
representation 26 for increased resolution and/or select one 
or more other portions of the graphical representation 26 for 
less resolution so the entire graphical representation 26 
including the portions with the increased resolution may be 
displayed using the display screen. In other words, a display 
capability of the display Screen 13 may constrain a portion 
of the data of the data set to be represented at a lower 
resolution compared with other portions of the data in one 
example embodiment. 

Accordingly, at least one embodiment of the disclosure 
implements cross-Zooming which refers to the simultaneous, 
concurrent, sequential, or separate Zooming of graph details 
that stretches across both a foreground/background bound 
ary (described further below with respect to FIGS. 5-5B in 
one example) as well as boundaries of individual different 
hierarchies. In one embodiment, users can Zoom the entire 
foreground or background as well as reduce the background 
details and free up space for foreground details as described 
herein. In one embodiment, the computing device 10 may tie 
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the foreground and background together to balance the 
amount of nodes to be displayed by automatically reducing 
the background details when the foreground details reach a 
certain limit (e.g., the user may select one or more portions 
for increased resolution and the processing circuitry may 
automatically show the non-selected portions at reduced 
resolutions according to the display capabilities). Addition 
ally, users can also Zoom individual nodes for finer details 
one at a time. 

In one embodiment, when users increase the foreground 
resolution, the computing device 10 may split all selected 
nodes into the nodes that are on the next level in the 
coarsening tree. Any of the child nodes that contain a 
selected node are considered selected, and therefore part of 
the foreground in this embodiment. If any of the new child 
nodes are directly connected to a Super-node (e.g., a node at 
a coarser level which represents plural nodes of a finer level 
as discussed below) that is selected, they are considered part 
of the foreground, but not selected if they do not contain a 
selected node in this example. If any of the new child nodes 
are neither selected nor connected directly to a foreground 
node (i.e., it is an island), then it is considered part of the 
background in this embodiment. If an individual selected 
Super-node is clicked, this same process occurs, but for its 
child nodes only in one embodiment. 

In one embodiment, when users reduce the foreground 
resolution, the computing device 10 first loops through all 
the visible super-nodes in the foreground and finds which 
ones are the least coarsened on the coarsening tree. Only the 
foreground nodes on the current least coarsened level are 
retracted in one embodiment. This is done so that a Super 
node that is near the top of the coarsening tree does not 
accidentally retract half the graph with it when only a small 
change is made by the user in this example. When fore 
ground nodes retract, they can retract background nodes 
with them, but background nodes do not retract a foreground 
node into them in this example. Because of this, if there are 
Some nodes in the foreground and some in the background, 
it will get to a point when the computing device 10 can no 
longer retract any more background nodes, even if some of 
them still appear in the view, because the computing device 
10 would have to retract some of the foreground nodes to get 
rid of them (because they are connected through the coars 
ening tree) in this embodiment. These example Zooming 
implementations may be based upon user preferences and 
other embodiments are possible. 

Still referring to FIG. 3, two nodes 40, 42 are identified as 
being selected by a user interaction. For example, the nodes 
40, 42 may correspond to one or more data item of the data 
set which satisfied a query from a user. In another example, 
nodes 40, 42 may have been directly selected by a user. The 
selected nodes 40, 42 may be displayed in a manner to stand 
out from non-selected nodes 30. For example, nodes 40, 42 
may be displayed in a different color from the color of nodes 
30. A user may desire to analyze other nodes 30 which are 
proximate to the selected nodes 40, 42 to gain additional 
information of interest. 

Referring to FIG. 3A, a user has selected and modified a 
portion 41 of the graphical representation 26a to see addi 
tional details proximate node 40. For example, the user may 
utilize a mouse to select portion 41 and the user may 
increase the resolution of the selected portion 41 of the 
graphical representation 26a. In the illustrated example, the 
new resolution of portion 41 corresponds to the increased 
resolution of graphical representation 24d of FIG. 2. In one 
embodiment, the shape and location of the portion 41 after 
the modification is generally consistent with the shape and 
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8 
location of the portion 41 prior to the modification although 
the data of the portion 41 is represented at different resolu 
tions (e.g., different numbers of nodes represent the data of 
the portion 41) before and after the modification. 

In addition, some information regarding data of the 
selected portion 41 may only be discernable in higher 
hierarchical levels with increased resolutions and not dis 
cernable in one or more lower hierarchical level in one 
embodiment. For example, a plurality of nodes of a higher 
hierarchical level may be compressed into a single node at 
a lower hierarchical level, and accordingly, the details 
regarding the nodes which are compressed at the lower 
hierarchical level may not be discernable within a represen 
tation of the data at the lower hierarchical level in one 
embodiment. 

In FIG. 3A, the resolution of portion 44 of the graphical 
representation 26a has not been modified. However, as 
mentioned previously, the display screen 13 may have 
inherent display limitations which limit the number of nodes 
30 which may be simultaneously displayed. 

Accordingly, referring to FIG. 3B, a user may decrease 
the resolution of portion 44a of graphical representation 
26b, separately or in conjunction with increasing the reso 
lution of portion 41. In the illustrated example, the user has 
decreased the resolution of portion 44a in a manner which 
corresponds to the decreased resolution of graphical repre 
sentation 24a of FIG. 2. For example, the user selected 
portion 44a for decreasing the resolution since portion 44a 
did not contain any nodes of interest to the user. In another 
embodiment, if the processing circuitry detects that the 
increase of the resolution of portion 41 will exceed the 
display capabilities of the display screen, the processing 
circuitry may automatically modify another portion of the 
graphical representation (e.g., portion 44a which does not 
include a node of interest to the user) to a lesser resolution 
without user input such that an entirety of the graph of the 
data of the data set may be simultaneously displayed using 
the display Screen. 

Referring now to FIG. 3C a user has again modified 
portion 41a of the graphical representation 26c to see 
additional details proximate node 40 compared with FIG. 
3A. In the illustrated example, the new resolution of portion 
41a corresponds to the increased resolution of graphical 
representation 24f of FIG. 2. 

Referring to FIG. 3D, a user has selected and modified a 
portion 43 of the graphical representation 26d to see addi 
tional details proximate node 42. For example, the user has 
increased the resolution of the selected portion 43 of the 
graphical representation 26d. In the illustrated example, the 
new resolution of portion 43 corresponds to the increased 
resolution of graphical representation 24e of FIG. 2. The 
graphical representations 26-26d may be displayed to the 
user after each modification for review, analysis, further 
modification or other purposes. 
As mentioned above, the examples of FIGS. 3A-3D 

depict a cross-Zooming graphing capability including dis 
playing different portions of the graphical representation 
according to different hierarchical levels and different cor 
responding resolutions. Additional details regarding cross 
Zooming, compression of nodes and expansion of nodes 
between different hierarchical levels are discussed in Pak 
Chung Wong, etc., “A Multi-Level Middle-Out Cross 
Zooming Approach For Large Graph Analytics.” IEEE 
VAST, p. 147-154 (2009), the teachings of which are incor 
porated herein by reference. 

Referring to FIGS. 4-4C, an example hierarchy illustra 
tion 50 of different hierarchical levels 56a-56e correspond 
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ing to different resolutions of graphical representations of a 
data set is shown. The example illustration 50 may not 
actually be displayed to a user but illustrates concepts of 
manipulation of the resolutions of different portions of the 
data set corresponding to the example graphical represen 
tations 26-26d discussed above. 

Referring to FIG. 4, hierarchical level 56a is the lowest 
resolution (coarsest) level while level 56e is the highest 
resolution (finest) level of the data and levels 56b-56d are 
intermediate hierarchical levels with increasing resolutions. 

In FIG. 4, a graphical representation of data correspond 
ing to the resolution of the hierarchical level 56c may be 
initially displayed to a user. The hierarchical level 56c 
inherently includes data from lower resolution levels 56a 
and 56b. In FIGS. 4-4C, solid nodes 52 conceptually rep 
resent data content which is represented in graphical repre 
sentations which may be displayed to a user while hollow 
nodes represent data content which is not represented in the 
graphical representations. 

In the example of FIG. 4, a node 60 is shown which has 
been selected by a user (e.g., including data selected by a 
user query). 

Referring to FIG. 4A, a user may select a portion of the 
graphical representation corresponding to node 60 for addi 
tional detail and the graphical representation may be modi 
fied to show data of the child nodes at hierarchical levels 56d 
and 56e of the selected node 60 as represented by the solid 
child nodes of node 60. 

Referring to FIG. 4B, a user (or the processing circuitry 
without user input) may select another portion in the graphi 
cal representation for less detail. For example, the user may 
reduce the detail of portions of the graph from hierarchical 
level 56c to level 56b which do not correspond to the 
selected node 60. The graphical representation may be 
modified to remove details of data of the nodes at hierar 
chical level 56c which were not selected by the user as 
shown by the nodes being hollow nodes. 

Referring to FIG. 4C, the hollow nodes have been 
removed and the data of the data set is included in a 
graphical representation at the hierarchical level 56b having 
a second lowest resolution while data related to node 60 may 
be shown in additional detail at hierarchical level 56e having 
the greatest resolution in the illustrated embodiment. This 
example illustration illustrates the ability of a user to modify 
the graphical representations of the data set to have different 
portions of the graphical representation represent the data of 
the data set at different resolutions in one embodiment of the 
disclosure. 

Referring to FIGS. 5-5B, a plurality of graphical repre 
sentations 70-70.b of data of a data set which may be 
displayed using a display Screen are shown in another 
example of the disclosure. 
The graphical representation 70 of FIG. 5 is an initial 

graphical representation which is presented to the user at an 
intermediate hierarchical resolution. The nodes are repre 
sented differently in the illustrated example graphical rep 
resentation 70. In one embodiment, the nodes 72 selected by 
a user (e.g., via database query) may be represented in a first 
color (e.g., red) and may be referred to as foreground nodes 
while nodes 74, 76 not selected by a user may be represented 
in a second color (e.g., grey) and referred to as background 
nodes in one example. 

Furthermore, the nodes 72, 74, 76 may be individually 
represented as a solid or hollow node in one embodiment. In 
this example, Solid nodes may be referred to as Supernodes 
and represent more than one data item (e.g., a result of 
compression of the data of a higher hierarchical level 
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including pairing of nodes of higher resolution in the higher 
hierarchical level and which represent separate data items to 
achieve the displayed graphical representation 70 at the 
intermediate hierarchical level). The supernodes may be 
expanded into plural nodes corresponding to the data items 
represented by the supernode. The hollow nodes may be 
considered as leaf nodes which correspond to a single data 
item and which cannot be expanded. Additional details are 
discussed in one embodiment in Pak Chung Wong, etc., “A 
Multi-Level Middle-Out Cross-Zooming Approach For 
Large Graph Analytics, incorporated by reference above. 
More specifically, nodes of a coarsened graph are often 

compressed in the above-described example coarsening 
approach and may be referred to as Supernodes as discussed 
above. A Supernode of any coarsened graph may contain one 
or more Supernodes at finer levels, leaf-nodes, and discon 
nected nodes. In one embodiment, users can systematically 
visit individual nodes and drill down to the details instead of 
visualizing all the multi-level details all at once. 

Referring to FIG.5A, the user has increased the resolution 
with respect to foreground nodes 72 and reduced the reso 
lution of the background nodes 74, 76 in graphical repre 
sentation 70a. The foreground nodes 72 may be actually 
displayed as hollow, red nodes in one embodiment since the 
nodes 72 have been expanded to only individually corre 
spond to a single data item. In this illustrative example, the 
resolution of the data of interest to the user (i.e., represented 
by foreground nodes 72) has been increased and the reso 
lution of the background nodes 74, 76 has been decreased 
compared with FIG. 5. 
The provision of foreground and background visualiza 

tion layers in one embodiment allows analysts to maintain 
focus on a selected set of graph entities when analyzing a 
relatively large amount of graph information. However, the 
foreground/background visualization layers may not be suf 
ficient to enable users to keep track of the changes during a 
graph analytics discourse because of a visual phenomenon 
known as change blindness. Change blindness in a visual 
ization can be caused by a number of cognitive and percep 
tion factors and the amount of changes at any one time may 
play a significant role for the visual phenomenon. 

Accordingly, in one embodiment, nodes which have expe 
rienced a change from a previous visualization (e.g., 
expanded or retracted) may be identified in the graph to 
users. For example, changed nodes may include a halo 78 
which may be represented as an additional, different color, 
Such as yellow to assist users with identifying changes 
resulting from inputs in one embodiment. The halo 78 may 
be provided to nodes which have changed in status (e.g., 
foreground/background, Solid/hollow) from a previous 
graphical representation to assist analysts by accentuating 
changes and minimizing effects of change blindness when 
large amounts of data are represented. This designation for 
the identified nodes may fade away before new changes are 
received from the user in one embodiment. 

Referring to FIG. 5B, labels 73 for the foreground nodes 
72 and corresponding to or otherwise identifying data rep 
resented by the foreground nodes 72 have been turned on by 
a user in the example graphical representation 70b for 
inspection by the user during analysis. The labels 73 may 
include any appropriate information representing the nodes 
72 and which may be useful to the analysts. 

Referring to FIG. 6, one embodiment of a graphical user 
interface window 80 which may be displayed is shown. The 
example interface 80 may be used to facilitate the commu 
nication between the computer, the visualization, and the 
human users. For example, analysts are free to access any 
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graph nodes in the visualization, in both foreground and 
background areas, and across the multi-level hierarchical 
boundaries in one embodiment. One goal in one interface 
implementation is to reduce the amount of hand-movement 
and reduce analyst fatigue during user interaction. As dis 
cussed above, Zooming of both the foreground and back 
ground at the same time is Supported in at least one embodi 
ment. Instead of using one GUI widget or control (e.g., 
slider) for the foreground and another one for the back 
ground, one widget may be used to control the foreground 
and a mouse Scrolling wheel may be used to control the 
background in one embodiment. For example, a slider may 
be used for controlling the foreground information to pro 
vide increased precision to manipulate the foreground reso 
lution in one embodiment (e.g., a slider can interactively 
show precise readings compared with a mouse scrolling 
button which provides prompt action). Furthermore, in this 
example of a slider and Scroll mouse for navigating the 
multi-level hierarchy, analysts may control both the fore 
ground and background by moving the slider and Scrolling 
the mouse button at the same time without panning the 
mouse (i.e., Switching from one widget to the other one). 
Other interfaces may be used in other embodiments. 
The window 80 is a data query panel for a scientific 

collaboration graph in the illustrated example. A user may 
interact with window 80 to submit user inputs and to control 
the display of graphical representations as discussed above. 
For example, a user may bring graph entities or data items 
to the foreground by using the interface window 80. In 
addition, the user may also click on individual nodes to bring 
the nodes to the foreground. The example window 80 allows 
user analysts to conduct context-sensitive keyword searches 
(e.g., Author Name, Author ID), to conduct time-period 
searches using the illustrated sliders, and to filter binary 
attributes of the databases. Other interfaces may be provided 
for user interaction in other embodiments. 

In compliance with the statute, the invention has been 
described in language more or less specific as to structural 
and methodical features. It is to be understood, however, that 
the invention is not limited to the specific features shown 
and described, since the means herein disclosed comprise 
preferred forms of putting the invention into effect. The 
invention is, therefore, claimed in any of its forms or 
modifications within the proper scope of the appended 
claims appropriately interpreted in accordance with the 
doctrine of equivalents. 

Further, aspects herein have been presented for guidance 
in construction and/or operation of illustrative embodiments 
of the disclosure. Applicant(s) hereof consider these 
described illustrative embodiments to also include, disclose 
and describe further inventive aspects in addition to those 
explicitly disclosed. For example, the additional inventive 
aspects may include less, more and/or alternative features 
than those described in the illustrative embodiments. In 
more specific examples, Applicants consider the disclosure 
to include, disclose and describe methods which include 
less, more and/or alternative steps than those methods 
explicitly disclosed as well as apparatus which includes less, 
more and/or alternative structure than the explicitly dis 
closed structure. 
What is claimed is: 
1. A data graphing method comprising: 
accessing a data set; 
displaying a graphical representation including data of the 

data set which is arranged according to a first of a 
plurality of different hierarchical levels, wherein the 
first hierarchical level represents the data of the data set 
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12 
at a first of a plurality of different resolutions which 
respectively correspond to respective ones of the hier 
archical levels; 

selecting a portion of the graphical representation wherein 
the data of the portion is arranged according to the first 
hierarchical level at the first resolution, wherein the 
Selecting comprises selecting as a result of a query from 
a user, 

modifying the graphical representation by arranging the 
data of the portion including a plurality of foreground 
nodes according to a second of the hierarchical levels 
at a second of the resolutions which is an increased 
resolution compared with the first resolution: 

after the modifying, displaying the graphical representa 
tion wherein the data of the portion is arranged accord 
ing to the second hierarchical level at the second 
resolution and a plurality of background nodes of the 
data which were not selected are arranged according to 
the first hierarchical level at the first resolution; and 

wherein the displaying after the modifying comprises 
displaying the data of the portion at a location and 
having a shape which correspond to a location and a 
shape of the portion of the graphical representation 
before the modifying. 

2. The method of claim 1 further comprising accessing the 
query. 

3. The method of claim 1 wherein the modifying com 
prises changing the number of nodes of the graphical 
representation wherein at least some information regarding 
the data of the portion which is discernible in the second 
resolution is not discernible in the first resolution. 

4. The method of claim 1 wherein the modifying com 
prises changing the number of nodes of the graphical 
representation. 

5. The method of claim 1 wherein the selected portion 
comprises a first portion of the graphical representation, and 
further comprising: 

selecting a second portion of the displayed graphical 
representation; 

further modifying the graphical representation by arrang 
ing the data of the second portion according to a third 
of the hierarchical levels at a third of the resolutions; 
and 

after the further modifying, displaying the graphical rep 
resentation wherein the data of the first portion is 
arranged according to the second hierarchical level at 
the second resolution and the data of the second portion 
is arranged according to the third hierarchical level at 
the third resolution. 

6. The method of claim 5 wherein the second resolution 
is greater than the first resolution and the third resolution is 
less than the first resolution. 

7. The method of claim 1 wherein the first resolution 
represents the data at an increased resolution compared with 
a resolution of at least one other of the hierarchical levels. 

8. The method of claim 1 further comprising accessing 
user input selecting the first hierarchical level for the dis 
playing of the graphical representation before the modify 
1ng. 

9. The method of claim 1 wherein the displayings indi 
vidually comprise displaying the graphical representations 
using a display screen, and further comprising selecting the 
first hierarchical level corresponding to a display capability 
of the display screen. 
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10. The method of claim 1 wherein at least some of the 
data of the portion arranged according to the second hier 
archical level is not displayed in the graphical representation 
before the selecting. 

11. The method of claim 1 wherein the modifying com 
prises modifying the graphical representation by replacing 
the data of the portion represented at the first resolution with 
the data of the portion represented at the second resolution. 

12. The method of claim 1 wherein some of the fore 
ground nodes have a first graphical characteristic as a result 
of the some of the foreground nodes individually corre 
sponding to a plurality of data items of the data set and 
others of the foreground nodes have a second graphical 
characteristic as a result of the others of the foreground 
nodes individually corresponding to a single data item of the 
data set. 

13. The method of claim 1 wherein a first number of nodes 
is used to represent the data of the portion arranged accord 
ing to the first hierarchical level at the first resolution and a 
second number of nodes, which is different than the first 
number of nodes, is used to represent the data of the portion 
arranged according to the second hierarchical level at the 
second resolution. 

14. The method of claim 1 wherein the portion of the 
graphical representation corresponds to less than an entirety 
of the data of the data set. 

15. The method of claim 1 wherein the selecting com 
prises selecting during the displaying the graphical repre 
sentation including the data of the data set which is arranged 
according to the first hierarchical level. 

16. The method of claim 1 wherein the data of the portion 
is less than all of the data of the data set included in the 
graphical representation. 

17. An article of manufacture comprising: 
at least one computer-readable storage medium storing 
programming configured to cause processing circuitry 
to perform processing comprising: 
first displaying a first graphical representation of a data 

set wherein data of the data set is arranged at an 
intermediate resolution; 

Selecting a portion of the first graphical representation 
as a result of a query from a user; 

arranging data which corresponds to the selected por 
tion of the first graphical representation to include a 
plurality of foreground nodes at an increased reso 
lution compared with the intermediate resolution; 

after the arranging, second displaying a second graphi 
cal representation including the data which corre 
sponds to the selected portion at the increased reso 
lution, and wherein a plurality of background nodes 
of the data which were not selected are arranged 
according to the intermediate resolution; and 

wherein the data which corresponds to the selected por 
tion is displayed in the second graphical representation 
at a location and having a shape which correspond to a 
location and a shape of the selected portion of the first 
graphical representation. 

18. The article of claim 17 wherein the displaying the 
second graphical representation represents an entirety of the 
data of the data set, and Some of the data of the second 
graphical representation is represented at a decreased reso 
lution compared with the intermediate resolution as con 
strained by a display capability of the display Screen. 

19. The article of claim 17 wherein a first number of nodes 
is used to represent the data of the portion arranged at the 
intermediate resolution in the first graphical representation 
and a second number of nodes, which is different than the 
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first number of nodes, is used to represent the data of the 
portion arranged at the increased resolution in the second 
graphical representation. 

20. The article of claim 17 wherein the second displaying 
comprises simultaneously displaying the data of the data set 
at the intermediate resolution and the increased resolution. 

21. A computing device comprising: 
a display Screen configured to display a graphical repre 

sentation of a data set; 
a user interface configured to receive user inputs of a user 

interacting with the computing device; and 
processing circuitry coupled with the display screen and 

the user interface and configured to access the user 
inputs and to select a portion of the graphical repre 
sentation as a result of one of the user inputs being a 
query from a user, wherein the processing circuitry is 
further configured to modify the graphical representa 
tion to represent data of the data set corresponding to 
the portion as a plurality of foreground nodes at a first 
resolution and to represent other data of the data set as 
plurality of background nodes at a second resolution 
which is less than the first resolution and to control the 
display Screen to display the modified graphical repre 
sentation which represents the data of the data set at the 
first and second resolutions and which includes the 
foreground nodes and the background nodes; and 

wherein the data corresponding to the portion is displayed 
in the modified graphical representation at a location 
and having a shape which correspond to a location and 
a shape of the selected portion of the graphical repre 
sentation before the modification of the graphical rep 
resentation. 

22. The device of claim 21 wherein the processing cir 
cuitry is configured to control the display screen to display 
the graphical representation before the modification which 
represents an entirety of the data of the data set at the second 
resolution which comprises an intermediate resolution. 

23. The device of claim 21 wherein the first resolution is 
greater than the second resolution, and the processing cir 
cuitry is configured to access the user inputs which select 
another portion of graphical representation and which 
instruct the processing circuitry to further modify the graphi 
cal representation to represent data of the data set corre 
sponding to the another portion at a third resolution which 
is less than the second resolution as constrained by a display 
capability of the display screen and to control the display 
screen to display the further modified graphical representa 
tion which represents the data of the data set at the first, 
second and third resolutions. 

24. The device of claim 21 wherein the processing cir 
cuitry is configured to control the display screen to display 
the modified graphical representation comprising a plurality 
of links intermediate the foreground nodes and a plurality of 
links intermediate the background nodes. 

25. The device of claim 21 wherein the display screen 
displays the data corresponding to the portion at the second 
resolution within the graphical representation prior to the 
query from the user, and a first number of nodes is used to 
represent the data of the portion at the first resolution and a 
second number of nodes, which is different than the first 
number of nodes, is used to represent the data of the portion 
at the second resolution. 

26. The device of claim 21 wherein the processing cir 
cuitry is configured to control the display screen to display 
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the modified graphical representation which simultaneously 
displays the data of the data set at the first and second 
resolutions. 
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