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Abstract Simulating summer precipitation is a significant challenge for climate models that rely on
cumulus parameterizations to represent moist convection processes. Motivated by recent advances in
computing that support very high-resolution modeling, this study aims to systematically evaluate the effects
of model resolution and convective parameterizations across the gray zone resolutions. Simulations using
the Weather Research and Forecasting model were conducted at grid spacings of 36 km, 12 km, and 4 km for
two summers over the conterminous U.S. The convection-permitting simulations at 4 km grid spacing are
most skillful in reproducing the observed precipitation spatial distributions and diurnal variability. Notable
differences are found between simulations with the traditional Kain-Fritsch (KF) and the scale-aware
Grell-Freitas (GF) convection schemes, with the latter more skillful in capturing the nocturnal timing in the
Great Plains and North Americanmonsoon regions. The GF scheme also simulates a smoother transition from
convective to large-scale precipitation as resolution increases, resulting in reduced sensitivity to model
resolution compared to the KF scheme. Nonhydrostatic dynamics has a positive impact on precipitation over
complex terrain even at 12 km and 36 km grid spacings. With nudging of the winds toward observations, we
show that the conspicuous warm biases in the Southern Great Plains are related to precipitation biases
induced by large-scale circulation biases, which are insensitive to model resolution. Overall, notable
improvements in simulating summer rainfall and its diurnal variability through convection-permitting
modeling and scale-aware parameterizations suggest promising venues for improving climate simulations of
water cycle processes.

1. Introduction

Dynamical downscaling has been used to advance understanding of regional climate processes [Gao et al.,
2012; Hughes et al., 2007; Leung and Ghan, 1999;Wang et al., 2004] and provide local-to-regional climate infor-
mation for assessing climate impacts [e.g., Mearns et al., 2015]. Regional climate models (RCMs) are common
tools used in dynamical downscaling. RCMs simulate regional climate consistent with the boundary condi-
tions, with the benefits of refined grid spacing to resolve regional processes that interact with the large-scale
circulation. Increasing model resolution has been found to have the largest positive impacts on climate simu-
lations in regions of complex terrain where increased grid resolution notably improves simulations of climate
processes that are strongly influenced by orography [Bacmeister et al., 2014; Hughes and Hall, 2010; Leung and
Qian, 2003; Leung et al., 2003; Leung et al., 2004; Rasmussen et al., 2011; Zhang et al., 2009]. However, increas-
ing model resolution does not invariably improve model skill. For example, correctly simulating the precipita-
tion diurnal cycle has been a major challenge for both global and regional climate models. Climate models
with a spatial resolution of 100 km or coarser generally produced summer peak precipitation 2 to 3 h earlier
than observations over land, and increasing resolution to 30–50 km does not produce notable improvements
[Dirmeyer et al., 2012; Jin et al., 2016; Koo and Hong, 2010].

In addition to model resolution, precipitation simulations are sensitive to the choice of cumulus parameter-
ization, which can affect not only the occurrence and amount of precipitation but also the onset timing and
location. Dai et al. [1999] tested three cumulus convection schemes, including Grell scheme [Grell, 1993], Kuo
scheme [Kuo, 1974], and Zhang-McFarlane scheme [Zhang and McFarlane, 1995] at 60 km resolution and
found that, in general, all three schemes failed to capture the broad spatial pattern of diurnal timing and
amplitude of precipitation in the U.S., although the Grell and Kuo schemes captured most of the late after-
noon to early morning precipitation peak over the Rockies and the eastern plain areas. Similarly,
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Liang et al. [2004] evaluated the summer precipitation diurnal cycle over the U.S. at 30 km resolution and
found better performance of the Grell scheme over the Central Plains, but both the Grell and Kain-Fritsch
schemes failed to reproduce the peak rainfall late afternoon timing in central Texas and the southeast.
Evaluating simulations at 12 km grid resolution using 18 model configurations including the Kain-Fritsch
and Betts-Miller-Janjić cumulus schemes as well as turning off the cumulus scheme, Jankov et al. [2005]
did not find any single configuration that was clearly better than others.

In the Central U.S., mesoscale convective systems (MCSs) are the dominant sources of summer precipitation
and a particular challenge for climate models and convection schemes. The diurnal timing of rainfall in the
Great Plains is dominated by convection that develops in the RockyMountains during late afternoon and pro-
pagates toward the Great Plains [Carbone et al., 2002; Davis et al., 2003]. With moisture supplied by the noc-
turnal Great Plains low-level jet and favorable large-scale environments, the convective cells that are initiated
in the mountains can organize into MCSs and contribute 30%–70% of the total warm-season precipitation in
the Central U.S. [Fritsch et al., 1986; Nesbitt et al., 2006]. The typical dry biases and mid-to-late afternoon
instead of nocturnal timing of peak rainfall in the Great Plains are likely symptomatic of the inability of climate
models to represent MCSs. The resulting dry biases may amplify surface temperature biases as a response to
the soil moisture deficits [Klein et al., 2006].

Recent advances in computing have enabled convection-permitting climate modeling, which explicitly
resolves rather than parameterizes convection. This has enabled more skillful simulations of diurnal precipi-
tation variability [Ban et al., 2014] and extreme precipitation [Ban et al., 2015; Chan et al., 2014; Kendon et al.,
2012]. In addition to the Europe-based studies, Clark et al. [2009] found more accurate precipitation forecasts
over the Central U.S. by using a regional model at 4 km resolution compared to that at 20 km. However, until
very recently, computational limitations still constrained high-resolution convection-permitting RCMs to rela-
tively small domains [Prein et al., 2015], so few studies have explored convection-permitting climate model-
ing over larger regions such as the conterminous U.S. [Prein et al., 2017].

Besides increasing model resolution, developing scale-aware parameterizations is an active area of research
to address the longstanding model biases in simulating precipitation and other water cycle processes.
Recognizing that traditional cumulus parameterizations developed for low-resolution models may not be
appropriate for high-resolution models, scale-aware parameterizations are designed to adapt to a wide range
of grid spacings, with the goal of improving model fidelity and reducing the sensitivity of model simulations
to horizontal resolution. Scale-aware parameterizations are particularly important for RCMs and global vari-
able resolution models [e.g., Sakaguchi et al., 2015], with computational domains spanning a wide range of
resolutions through nesting and unstructured grids, respectively.

This study aims to investigate the sensitivity of RCM simulations to model resolution and the choices of
cumulus parameterizations, which are closely related as the latter often display large sensitivity to model
resolution. Such a sensitivity exploration has yet to be conducted at continental scale, as previous investiga-
tions were limited to small areas such as Central U.S. [e.g., Clark et al., 2009]. We focus on summer precipita-
tion, particularly its diurnal variability, in the Central U.S. where MCSs play a key role in producing
precipitation and its nocturnal timing. The Weather Research and Forecasting (WRF) model [Skamarock
et al., 2008] is used at grid spacings ranging from 4 km to 36 km across the gray zone at which clouds and
convective transport are partly resolved [Shin and Hong, 2013]. At the gray zone resolution (approximately
between 4 km and 15 km), the model grid cell is too small to enable a statistical treatment of the collective
effects of the cloud ensembles, which forms the basis of traditional cumulus parameterizations commonly
used in climate models [Arakawa et al., 2011]. As 4 kmmay not span the high-resolution end of the gray zone,
a shorter sensitivity simulation at 1 km grid spacing was also performed to explore model resolution sensitiv-
ity beyond 4 km.

We explore the scale awareness of convective parameterization schemes by comparing simulations with the
Kain-Fritsch scheme, which is a traditional parameterization widely used in WRF, and the scale-aware
Grell-Freitas scheme at resolutions of 4 km, 12 km, and 36 km. At this resolution range, we also compare simu-
lations with hydrostatic (H) and nonhydrostatic (NH) dynamics, as their differencesmay be amplified asmodel
resolution increases across the gray zone. More specifically, nonhydrostatic dynamicsmay produce noticeable
improvement in simulating orographic precipitation [Janjić et al., 2001]. As dynamics interact with the moist
physics, the impacts of using H versus NH dynamical cores could be non-negligible even at mesoscale
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resolutions [Yang et al., 2017]. Additional simulations performed by using spectral nudging are also used to
further explore the relative impacts of large-scale circulation biases on simulations of precipitation. In what
follows, we describe the model configuration and sensitivity experiments in section 2. An analysis of the
simulations is discussed in section 3, and the study is summarized with discussion in section 4.

2. Model Configuration and Sensitivity Experiments
2.1. Model Configuration

TheWeather Research and Forecastingmodel (WRF) version 3.5.1 is used in this study. To evaluate the impacts
of grid spacing, an identical domain covering the continental U.S. and the surrounding land and ocean areas is
used for simulations at 36 km, 12 km, and 4 km resolution. All simulations used lateral boundary conditions and
sea surface temperatures from the North American Regional Reanalysis (NARR) at 32 km resolution [Mesinger
et al., 2006]. The domain center is set at 38.5°N and 96°W, with a model top at 100 hPa and 35 vertical layers.
Physics options including the Morrison double-moment microphysical scheme [Morrison et al., 2009], the
Mellor-Yamada-Janjić planetary boundary layer (PBL) scheme [Janjić, 1990; Mellor and Yamada, 1982], the
Rapid Radiative Transfer Model for GCMs shortwave and longwave radiation scheme [Iacono et al., 2008;
Morcrette et al., 2008], and theunifiedNoah land surfacemodel [ChenandDudhia, 2001; Ek et al., 2003] are used.

We performed continuous simulations from 1 April to 31 August of 2006 and 2007 and analyzed only the
summer period (June, July, and August). We selected 2006 and 2007 because the contrasting dry and wet
conditions over the Southern Great Plains may allow a more robust evaluation of model sensitivity to grid
resolutions and convection schemes. The Southern Great Plains is an important region as it is frequented
by MCSs that dominate the diurnal variability of rainfall that challenges climate modeling. The two relatively
extreme climatic conditions were driven largely by differences in large-scale circulation [Dong et al., 2011]
that can be reasonably captured by the NARR boundary conditions.

2.2. Sensitivity Experiments

We use a matrix of simulations to compare the effects of nonhydrostatic versus hydrostatic dynamical cores
and two cumulus schemes: the Kain-Fritsch (KF) scheme [Kain, 2004] and the scale-aware Grell-Freitas (GF)
scheme [Grell and Freitas, 2014] at three grid spacings (36 km, 12 km, and 4 km), except that for KF, the para-
meterization is turned off at 4 km convection-permitting resolution. Recent development of the Grell-Freitas
convection scheme [Grell and Freitas, 2014] as an update of the Grell-Dévényi scheme [Grell and Dévényi,
2002] improves scale awareness by introducing the method of Arakawa et al. [2011] to relax the assumption
of traditional convective parameterizations that convection is contained within individual model grid column
when the fractional area covered by convection clouds is small. Across the gray scales, many of the assump-
tions in the traditional convective parameterizations are no longer valid. Ideally, a scale-aware scheme should
converge to an explicit simulation of cloud processes as model resolution increases [Grell and Freitas, 2014].

Table 1 summarizes the simulations analyzed in this study. The simulation domains cover the same geo-
graphic extent (Figure S1a in the supporting information) but include different number of grid cells depend-
ing on the grid resolution (see Figures S1b–S1d for the grid structure at 4 km, 12 km, and 36 km resolutions).
Boundary conditions were applied to a width consisting of five grid points including a boundary buffer zone
of four grid points in each simulation domain. The impacts of nudging are only evaluated with simulations at
12 km grid spacing. Two types of nudging technique are available in WRF to constrain the model simulations

Table 1. WRF Simulation Experiments for the Summer (June-July-August (JJA)) of 2006 and 2007

36 km 12 km 4 km

Cumulus
Scheme Nonhydrostatic

Cumulus
Scheme Nonhydrostatic

Cumulus
Scheme Nonhydrostatic

KF_NH KF Yes KF Yes N/Aa Yes
KF_H KF No KF No N/A No
GF_NH GF Yes GF Yes GF Yes
SPEC NUDGE_UV_KF KF Yes
SPEC NUDGE_UV_GF GF Yes

aN/A, not applicable.
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toward the observed or analyzed weather conditions. While analysis nudging adds a nudging tendency term
proportional to the difference between the simulated and the reanalyzed/observed states [Stauffer and
Seaman, 1990], spectral nudging applies a nudging term as an interior forcing in the spectrally transformed
equations of states [von Storch et al., 2000; Waldron et al., 1996]. Both grid nudging and spectral nudging
simulations were conducted with comparable results, so only results from spectral nudging are shown.
Nudging was applied only to the vertical layers above the PBL to constrain the large-scale circulation, with
a nudging coefficient of 3 × 10�4 s�1 [Stauffer and Seaman, 1990]. A wave number of three was selected in
both south-north and west-east directions, corresponding to length scales of about 1000 km and 1800 km,
respectively. A sensitivity test using a wave number of five in the west-east direction for comparable length
scales in the north-south direction and west-east direction yielded similar results. Except for tests designed to
evaluate nonhydrostatic effects, all simulations used the nonhydrostatic dynamical core. For the same grid
spacing, the computational times for simulations with different cumulus schemes (or without a cumulus
scheme) and hydrostatic versus nonhydrostatic dynamical cores are indistinguishable. Using 160 cores on
a Cray XC30 with a peak performance of 2.57 petaflop/s, 1 day of simulation on average takes about
20min of wall clock time at 4 km grid spacing and 8min at 12 km grid spacing over the conterminous U.S.

3. Analysis of Simulations
3.1. Seasonal Mean Surface Air Temperature and Precipitation
3.1.1. Evaluation of Surface Air Temperature
Figure 1 shows the mean bias in seasonal mean 2m air temperature simulated for the summers of 2006 and
2007 compared to a 0.125° resolution gridded data set based on observations (OBS) from surface stations
[Maurer et al., 2002]. Quantitative model performance is shown in Figure 2 by using Taylor diagrams [Taylor,
2001], where the radial distance from the origin indicates the standard deviations of both models (σf) and
observations (σr) normalized by the observational standard deviation σr, so it is equal to 1.00 for the observa-
tion, shown as the thick dashed line in Figure 2. The correlation coefficient (R) is given by the angular coordi-
nate. The root-mean-square difference (E), normalized by the standard deviation of the reference data, is
reflected by the radial distance between the reference (REF) point and another point such as aWRF simulation,
indicated by the thin dashed circle centered at the reference point in Figure 2. The root-mean-square differ-
ence E is computed based on the equation shown below [Taylor, 2001]. The mean percentage bias relative to
observation is also indicated by the circles or the triangles in different sizes as indicated in Figure 2 (top left).

E2 ¼ σf 2 þ σr2 � 2σfσrR

Figures 1 and 2 show relatively small temperature biases generally within 2°C of the observed values. The spa-
tial correlations between WRF and OBS are 0.8 or higher for all cases, reflecting fairly good agreement in
terms of spatial distribution. Larger warm biases of about 4–5°C are found in the Southern Great Plains with
both KF and GF. These warm biases are somewhat reduced in the 4 km simulations. Simulations with hydro-
static dynamics have somewhat larger warm biases. Interestingly, the biases in the Great Plains are dramati-
cally reduced in simulations with nudging at 12 km grid spacing compared to all other simulations regardless
of resolution. This point will be discussed further in section 3.3.
3.1.2. Evaluation of Seasonal Mean Precipitation
A 0.125° observational data set [Maurer et al., 2002] based on daily rain gauge data with topographic adjust-
ment of the monthly precipitation from the PRISM data [Daly et al., 1994] is used for comparison with model
simulations. For simulations without nudging (Figures 3d–3l), there is a general wet bias east of the Rockies
and dry bias over the Southern Great Plains. The performance at 36 km and 12 km is comparable (Figures 3d,
3g, and 3j versus Figures 3e, 3h, and 3k), but a strong improvement at 4 km compared to 12 km and 36 km is
clear (i.e., Figures 3f, 3i, and 3l versus Figures 3e, 3h, and 3k). In particular, compared to the 36 km and 12 km
simulations, the 4 km simulations (Figure 4a) show smaller normalized standardized variation (close to 1) and
higher spatial correlation of 0.6 to 0.7. Comparing the simulations with the KF and GF cumulus schemes, the
GF scheme shows much smaller bias at both 36 km (Figure 3g versus Figure 3d) and 12 km (Figure 3h versus
Figure 3e) grid spacings, and the 4 km simulations with the GF scheme (Figure 3i) are comparable to the 4 km
simulations without cumulus scheme (Figure 3f). Focusing on the simulations with GF, the mean bias
(Figures 3g–3i) and spatial correlation (Figure 4a) of the 36 and 12 km simulations are comparable to that
of the 4 km simulations, albeit larger normalized variance in the 36 km and 12 km simulations. This result
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suggests that precipitation simulated by the GF scheme is less sensitive to model resolution, as expected
from the scale awareness in the design of the parameterization.

The WRF simulations with hydrostatic and nonhydrostatic dynamical cores perform similarly in terms of the
spatial distribution of model biases (Figures 3g–3i versus Figures 3j–3l) and spatial correlation (Figure 4a, case
1 versus case 3). However, simulations with nonhydrostatic dynamics notably reduce the large wet bias in the
Rocky Mountains and Sierra Nevada, particularly at 36 km (Figure 3g versus Figure 3j) and 12 km (Figure 3h
versus Figure 3k) when a convection scheme is used. Hence, the nonhydrostatic simulations show higher cor-
relation for all three (36 km, 12 km, and 4 km) spatial resolutions compared to the hydrostatic simulations. This
is consistent with Lebassi-Habtezion and Diffenbaugh [2013], who also found that nonhydrostatic simulations
more accurately resolve the spatial heterogeneity of surface climate associated with topography in the wes-
tern U.S. It is interesting to note that the reduction of wet biases extends to the Northern Great Plains east of
the Rocky Mountains at all three resolutions. This may be an indication of the effects of nonhydrostatic
dynamics on the gravity waves excited by orographic forcing in the Rocky Mountains that propagate to the
Great Plains and influence clouds and precipitation there. Also, consistent with Yang et al. [2017] who noted
the importance of physics-dynamics interactions in amplifying the difference between simulations with
hydrostatic versus nonhydrostatic dynamical cores, our results show larger differences between H and NH
at 36 km and 12 km resolution with the KF scheme compared to 4 km resolution without a cumulus scheme.

Figure 1. (a) Spatial distribution of seasonal mean temperature from observations and the (b) mean bias from the WRF
simulations averaged over the summers of 2006 and 2007 in °C. For the WRF simulations, cases with spectral nudging
are denoted as SPEC_NUDGE_UV (nudging U and V only at 12 km grid spacing) and cases without nudging are denoted as
NO_NUDGE. Notations are also used to differentiate simulations with the KF (Kain-Fritsch), GF (Grell-Freitas), or no (NO_CU)
convective parameterization schemes and simulations at different grid spacings (36 km, 12 km, and 4 km). See Table 1
for more details of the specifications of the WRF simulations.
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Figure 2. Taylor diagrams of spatial statistics of the summer mean (JJA in 2006/2007) 2m temperature for the WRF simula-
tions relative to observations. Three statistical metrics including the normalized standard deviation (radial coordinate), the
spatial correlation coefficient (angular coordinate), and the normalized root-mean-square difference (radial distance
between the reference point (black dot on x axis) and the data point) are displayed. Different colors and symbols are used
to distinguish the various simulations following the notations described in Figure 1.

Figure 3. Same as Figure 1 but for the seasonal mean precipitation in mm/d.
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In comparing the nudging and no nudging cases, a reduction of the dry bias over the Southern Great
Plains in the nudging simulations is apparent. However, simulations with nudging still produced too much
precipitation over New Mexico, Colorado, and the southeast at 12 km grid spacing, similar to cases with-
out nudging (Figure 3e). Overall, from Figure 4b, nudging improves the spatial correlation (i.e., 0.56 with
nudging versus 0.40 without nudging for KF), but the percentage bias and standardized variance are simi-
lar to those without nudging. The wet bias over New Mexico and Colorado is largely reduced at 4 km grid
spacing (Figures 3f, 3i, and 3l) and 12 km by using GF (Figure 3h). However, the dry bias in the Southern
Plains and Texas is rather insensitive to model resolution (Figures 3d–3f versus Figures 3g–3i), but with
nudging, the dry bias is largely alleviated. More detailed analyses of the precipitation biases will be dis-
cussed in section 3.3.

3.2. Diurnal Cycle of Precipitation
3.2.1. Comparison Across River Basins
To investigate how different WRF configurations perform in terms of the diurnal cycle of precipitation, the
continental U.S. is divided into 12 river basins. Four WRF simulations are compared in Figure 5. Three obser-
vational data sets featuring subdaily precipitation derived from different data sources at different spatial
resolutions are used for comparison. The first data set, Precipitation Estimation from Remote Sensing
Information using Artificial Neural Network (PERSIANN), provides hourly precipitation data at a spatial resolu-
tion of 0.25° × 0.25° from 60°S to 60°N [Hsu et al., 1999; Sorooshian et al., 2000]. The second data set, the
Tropical Rainfall Measuring Mission (TRMM) produced by the 3B-43 algorithm, also has a spatial resolution
of 0.25° × 0.25° but at a three hourly temporal resolution and covers 50°S to 50°N [Huffman et al., 2001;
Huffman et al., 2007]. The last data set is hourly precipitation data from the North American Land Data
Assimilation System (NLDAS) on a 0.125° × 0.125° grid over North America [Xia et al., 2012a; Xia et al.,
2012b]. The NLDAS precipitation is generated from rain gauge data with topographic adjustment by using
the PRISM data set, combined with Doppler Stage II radar precipitation data.

The observational data (black lines and stars in Figure 5) are generally comparable in both diurnal amplitude
and peak hour of precipitation, despite some differences. The timings of the peak precipitation are within 1 h
among the three data sets over a majority of river basins, except for a larger discrepancy in North Central (NC)
river basin (Figure 5c). The magnitude of precipitation also depicts a good agreement, except for the ten-
dency of PERSIANN to show larger peak values in some basins (i.e., Figures 5f, 5g, and 5j–5l). The moderate
discrepancy has been reported by Liang et al. [2004], who noted differences of 2–3 h in peak precipitation
over the central Rockies and southeast between rain gauge measurement and multisensor analysis data.
The WRF simulations at 4 km (blue line in Figure 5) without cumulus parameterization can be considered a
reference case since they yield the best performance in terms of both spatial distributions and correlations
shown in Figures 3 and 4. As shown in Figure 5, the 4 km simulations capture the diurnal cycle, particularly

Figure 4. Same as Figure 2 but for the spatial statistics of the summer mean (JJA in 2006/2007) precipitation.
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the timing of the peak precipitation such as the nocturnal peak in the Great Plains and late afternoon peak in
most other locations fairly well. In contrast, the 12 km simulations with the KF scheme (red lines) consistently
produce peaks that are 1 to 4 h earlier than the 4 km simulations and the observational data sets and
precipitation is also too strong. The 36 km simulations produce similar biases as the 12 km simulations,
which is consistent with an earlier study [Liang et al., 2004, Figure 2] evaluating 30 km simulations by using
the KF scheme. We conducted two 1month simulations for June 2007 at 12 km resolution by using the KF
scheme to test two variants of the trigger function that add temperature perturbation of the convective
parcel based on (1) moisture advection and (2) relative humidity [Ma and Tan, 2009]. Consistent with
previous studies that experimented with the trigger function in different convection schemes [e.g.,
Bechtold et al., 2014; Hohenegger and Stevens, 2013], the simulations show only minor differences in the
diurnal timing of rainfall (not shown).

When KF is replaced by GF in the 12 km simulations (green lines), both the diurnal peak and mean precipita-
tion are comparable to those of the 4 km simulations, except for some larger positive biases such as over
northeast (NE; Figure 5d) and southeast (SE; Figure 5l). A previous study found that biases in precipitation tim-
ing were reduced over the Central Plains in the Grell cumulus scheme in comparison to the KF scheme, but
the biases were still large in the Southern Great Plains and southeast (5–10 h earlier than observations, as
shown in Liang et al. [2004, Figures 2e and 2f]). From our results, the 4 km simulations with hydrostatic and
nonhydrostatic dynamics produce similar performance, with differences of 1 or 2 h for peak precipitation
over a few river basins (northwest (NW), NC, California-Nevada (CN), Middle Atlantic (MA), and Colorado
Basin (CB) at Figures 5a, 5c, 5e, 5h, and 5i). This similarity between nonhydrostatic and hydrostatic dynamical
core with respect to diurnal variability also applies to the 12 km and 36 km simulations. With the GF scheme,

Figure 5. Diurnal cycle of precipitation for the two-summer mean of 2006 and 2007. The four simulations are all performed without nudging. Observations from
PERSIANN, NLDAS, and TRMM are shown in black, while simulations are shown in colors: The blue and magenta colors indicate simulations at a grid spacing of
4 km with no convection scheme, with nonhydrostatic and hydrostatic dynamics, respectively, and the red and green colors indicate simulations at a grid spacing of
12 km, with nonhydrostatic dynamics and the KF and GF convection schemes, respectively. The conterminous United States is divided into 12 river basins (http://
www.nws.noaa.gov/geodata/catalog/hydro/html/rfcbounds.htm) (AB: Arkansas-Red Basin, CB: Colorado Basin, CN: California-Nevada, LM: Lower Mississippi, MA:
Middle Atlantic, MB: Missouri Basin, NC: North Central, NE: northeast, NW: northwest, OH: Ohio, SE: southeast, WG: West Gulf).
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both the 4 km and 12 km simulations are comparable to the 4 km simulations without cumulus scheme, in
terms of both mean and peak precipitation. This provides further evidence of reduced sensitivity of the GF
scheme to model resolution.

To examine whether the improvements at 4 km grid spacing, regardless of the cumulus schemes, are related
to the ability to better resolve topography or the ability to explicitly simulate convection, a sensitivity test was
conducted for the summer of 2006 (not shown). While keeping all settings the same, we replaced the 4 km
topography with that used in the 12 km simulations. We found very small impacts of the smoothed topogra-
phy on either the timing or magnitude of diurnal precipitation. This suggests that the improved precipitation
at 4 km compared with 12 km is mainly associated with the explicit simulation of convection.

The diurnal cycle of the 12 kmWRF simulations with and without nudging is shown in Figure 6. Overall, these
simulations for the same physics parameterizations do not exhibit notable differences in the diurnal timing,
but the diurnal amplitude could differ, consistent with the changes in seasonal mean precipitation. This indi-
cates that nudging and nonhydrostatic dynamics may improve the seasonal mean and spatial distribution of
precipitation (Figure 3), but they have little effect on simulating diurnal timing of precipitation. Similar con-
clusions can be drawn from simulations with both the KF and GF schemes with and without spectral nudging.
3.2.2. Diurnal Precipitation in the Great Plains and North American Monsoon Regions
Tian et al. [2005] documented the strong spatial variations of diurnal rainfall amplitude and phase in North
America, highlighting the role of topography, land-sea contrast, and coastline curvature in modulating the
diurnal cycle. To further investigate the impacts of model resolution and cumulus parameterization on diur-
nal rainfall, the magnitude of precipitation maxima (diurnal amplitude) and timing of precipitation maximum
(diurnal phase) are analyzed in two regions, the Great Plains and North American monsoon, both exhibiting

Figure 6. Same as Figure 5 comparing simulations with (12 km KF-N and 12 km GF-N) and without (12 km KF and 12 km GF) nudging at a grid spacing of 12 km.
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distinct features of diurnal variability. The diurnal amplitude and phase of the first diurnal harmonic are
calculated by using Fourier analysis on hourly (or 3 hourly for TRMM) precipitation averaged over the 2006
and 2007 summers. The diurnal amplitude and phase are shown as vectors in Figures 7 and 8.

Figure 7. Diurnal cycle of precipitation over the Great Plains, with the length/color and direction of the arrows indicating
the magnitude of precipitation maxima in mm/d and timing of precipitation maximum in local standard time, respectively.
Observations are shown at the top for the PERSIANN, TRMM, and NLDAS data sets. For simulations, the grid spacing and
convection scheme used in each simulation is indicated in the label of each panel.
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Figure 8. Same as Figure 7 but for the North American monsoon region.

Journal of Geophysical Research: Atmospheres 10.1002/2016JD025896

GAO ET AL. SENSITIVITY ACROSS GRAY ZONE RESOLUTIONS 2724



The three observational data sets (Figures 7a–7c) agree with each other on the diurnal phase and amplitude,
illustrating a dominant nocturnal peak around 21:00 local standard time (LST) in the southern and central
Great Plains. This nocturnal timing shifts to a late afternoon (18:00 LST) peak and a midafternoon (15:00
LST) peak transitioning from the plains to the Rocky Mountains and the southeast, respectively. These
features are satisfactorily reproduced by the 4 km simulations without a cumulus scheme (Figure 7f) and
the 12 km and 4 km simulations with the GF scheme (Figures 7h and 7i). Interestingly, even at 36 km grid
spacing, the GF simulations captured the observed diurnal phase much better than the 36 km and 12 km
simulations with the KF scheme, which produced peak precipitation more synchronous with the maximum
surface heating in midafternoon.

In the North American monsoon region (Figure 8), there is a clear transition from a late afternoon peak in the
Sierra Madre and Rocky Mountains to a nocturnal peak west of the mountains in the three observational data
sets (Figures 8a–8c). This spatial pattern is well captured by the 4 km simulations without cumulus scheme
and simulations with the GF cumulus scheme at all spatial resolutions (36 km, 12 km, and 4 km). Similar to
the Great Plains area, the precipitation at 36 km and 12 km with the KF scheme shows earlier peaks that
are on average 3–4 h earlier compared to the observations.
3.2.3. Eastward Propagation of Cloud and Precipitation
Figure 9 shows Hovmöller diagrams of hourly or three-hourly precipitation averaged over 36°–42°N. All three
observational data sets (Figures 9a–9c) clearly show the eastward propagation of summer convective systems
initiatedat theRockies (between100°Wand105°W) in late afternoon. Thepropagating feature is generally con-
sistentamongthe threeobservations, althoughthemagnitudevaries,withPERSIANNshowinghigherpeakpre-
cipitation. This broad feature is largely captured by the WRF simulations at 4 km without cumulus
parameterization (Figure 9f) and the 36 km, 12 km, and 4 km WRF simulations with the GF scheme
(Figures 9g–9i), although the propagating feature in the 36 km simulations is limited to west of 100°W. When
the KF scheme is used, precipitation occurs predominantly between noon and early afternoon across the
Great Plains at 36 km (Figure 9d), and even at 12 km (Figure 9e), only very weak propagation can be discerned.

Figure 9. Hovmöller diagrams of precipitation diurnal variations averaged over 36°–42°N in the Great Plains at local stan-
dard time shown in the y axis for (top row) three observational data sets and (middle and bottom rows) different WRF
simulations. All simulations are run without nudging.
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The propagation of convection in the Great Plains can also be clearly observed from the outgoing longwave
radiation derived from the half-degree global 3-hourly brightness temperature (Tb) (11–12μm) from Cloud
Archive User Service (CLAUS) [Hodges et al., 2000; Yang and Slingo, 2001]. The diurnal cycle of outgoing long-
wave radiation depicted in Figure 10 resembles the precipitation feature shown in Figure 10, showing deep
convective clouds propagating eastward from 105°W to 95°W between 18:00 and 3:00 LST (Figure 10a). This
feature is well captured by the 4 km simulations without cumulus scheme and simulations with the GF
scheme at all three resolutions (36 km, 12 km, and 4 km). With the KF scheme, convection is too strong for
both 36 km and 12 km, with outgoing longwave radiation on average 20W/m2 lower than the observation.
In contrast, the cloud top in the GF simulations is more comparable with the observation. There is a tendency
for the cloud top to lower with increasing resolution in GF, but the KF cloud top height shows little sensitivity
to resolution or even slightly higher cloud top at 12 km than 36 km. Lastly, in KF, the highest cloud top occurs
between 18:00 and 00:00 LST, although precipitation peaks between noon and 21:00 LST. Hence, precipita-
tion in simulations with the KF scheme is generated mostly before the onset of deep convection. In contrast,
more of the precipitation in the GF simulations is associated with deeper convective clouds.
3.2.4. Resolution Sensitivity of the KF and GF Schemes
Our analysis of seasonal mean and diurnal precipitation clearly shows improved simulation skill and reduced
sensitivity of the GF scheme to model resolution compared to the KF scheme. These results are summarized
in Figure 11 for comparisons of simulations by using KF and GF in the Southern Great Plains. At grid spacing
of 36 km and 12 km, the KF scheme produces a dominant peak in diurnal precipitation at 3 P.M. LST. The daily
mean precipitation changes by 18% from 0.16mm/h to 0.13mm/h from 36 km to 12 km grid spacing. In con-
trast, the GF scheme produces a diurnal peak at midnight LST at all three resolutions. The 4 km GF simulation
is very similar in both diurnal timing and amplitude to the 4 km simulation with no convective scheme. Also
noticeable, the GF simulations are much less sensitive to resolution changes, showing almost no change in
daily mean precipitation across the three resolutions.

Since convective parameterization likely dominates the behavior of diurnal precipitation in the WRF simu-
lations, we compare the diurnal variability of the ratio of large-scale (resolved) precipitation to the total
precipitation (Figure 11b). This ratio is simply equal to one for the 4 km simulation with no convective
parameterization. For the 36 km KF simulation, this ratio is smaller than 0.2 throughout the day, with a
small peak at 8 A.M. LST. This indicates that most precipitation is produced by the KF scheme at 36 km
grid spacing and the parameterization is more active between noon and 8 P.M. LST when nearly all pre-
cipitation is produced by the KF scheme. At 12 km grid spacing, the ratio of large-scale to total precipita-
tion shows more diurnal variability, with the KF scheme less active compared to the 36 km simulation in

Figure 10. Outgoing longwave radiation from (a) CLAUS and (b–g) WRF simulations averaged over 36°–42°N at local standard time shown in the y axis. All WRF simu-
lations in this figure are run without nudging.
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the morning (5 to 11 A.M.) and late afternoon and evening (4 P.M. to 1 A.M.) hours. So as resolution
increases, more precipitation is produced by large-scale precipitation than parameterized convection,
leading to an overall reduction of daily mean precipitation and a reduced dominance of the afternoon
peak at 12 km compared to 36 km. However, these changes are not sufficient to shift the diurnal peak
away from the afternoon because KF produces over 95% of the total precipitation between 1 and 5 P.
M. at both 12 km and 36 km.

The ratio of large-scale to total precipitation is substantially larger in the GF simulations than the KF simula-
tions at both 12 km and 36 km. So the GF scheme plays a less dominating role in generating precipitation and
produces lower cloud top compared to the KF scheme (Figure 10). Interestingly, the diurnal variation of this
ratio in GF at 36 km (solid blue) is similar to that of KF at 12 km (red dashed). Hence, the GF scheme is also
most active between noon and 4 P.M. at 36 km grid spacing, but it produces only 85 to 55% of the total pre-
cipitation between 4 P.M. and midnight, respectively, so the diurnal precipitation has a midnight peak. With
increasing resolution to 12 km, the peak at 8 A.M. disappears and the GF scheme produces less than 50% of
the total precipitation at all times. Further increasing resolution to 4 km dramatically reduces the contribution
of the GF scheme to the total precipitation to less than 20%. Hence, once again, the GF scheme manifests
scale awareness, as it produces proportionately less precipitation and lower cloud top as model resolution
increases, providing a gradual transition across the gray scale and reducing the overall sensitivity of the total
precipitation to resolution.

To further compare the resolution sensitivity of the KF and GF schemes, two 1month simulations in June
2007 were conducted at 4 km grid spacing with the KF scheme and no convective scheme. The simulation
produces a peak precipitation timing comparable to that simulated at 4 km without the KF scheme. This
result demonstrates the larger sensitivity of the KF scheme to model resolution compared to the GF scheme
across the gray zone resolutions. Lastly, to explore the resolution sensitivity at the higher resolution end of
the gray zone, two 1month simulations (June 2007) were conducted over a large area of the U.S. (Figure
S2) at the grid spacing of 1 km and 4 km. From Figure S3 the diurnal precipitations simulated at 4 km and
1 km resolution, both without a cumulus parameterization, are comparable, with similar diurnal timing of
maximum and minimum rainfall. This suggests that the model is capable of resolving deep convection rea-
sonably at 4 km resolution.

3.3. Impacts of Nudging on Surface Temperature Biases

As noted from Figure 1, warm biases in the Southern Great Plains, particularly over northern Texas and
Oklahoma, are apparent in simulations without nudging. These biases are largely reduced with spectral nud-
ging of the winds above the PBL (Figure 1b). These results provide an opportunity to examine the warm
biases that are not only most prominent in the lower resolution simulations but also noticeable in the
4 km simulations. Figure 12 shows the differences of 2m air temperature and precipitation between the KF
simulations with and without spectral nudging at a grid spacing of 12 km. Surface temperature with

Figure 11. Comparisons of mean diurnal variations in the central Great Plains (in Kansas State) of (a) hourly precipitation
(mm/h) and (b) the ratio of large-scale to total precipitation in simulations using the KF and GF convection schemes at
grid spacings of 36 km, 12 km, and 4 km. The KF scheme is turned off at 4 km grid spacing.
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nudging is up to 3°C lower than the simulation without nudging, which corresponds well spatially with the
higher precipitation over the same region. The enhanced precipitation with nudging substantially
increases the latent heat flux, which is largely balanced by a reduction in the sensible heat flux
corresponding to the reduced surface temperatures.

To understand how nudging induces changes in precipitation that reduce the warm surface temperature
biases, we perform a moisture budget analysis on the simulations with and without nudging. The moisture
budget can be expressed as follows:

ρg P � Eð Þ ¼ �∇∫
Ps

0 qVdP (1)

In equation (1), P is precipitation, E is evaporation, ρ is the density of water, and ∇∫
Ps

0 qVdP is the divergence of
vertically integrated moisture flux. Following Seager et al. [2010], we express the differences of P� E between
the two simulations as

pgδ P � Eð Þ ¼ �δ ∇∫
Ps

0 qVdP

� �
≈� ∫

Ps

0 δq∇VdP � ∫
Ps

0 δV∇qdP � ∫
Ps

0 ∇δ∇ δqdP (2)

The three terms on the right side of equation (2) are the thermodynamical effect (TH) due to difference of the
mean moisture, the dynamical effect (DY) due to difference of the mean wind, and the transient effect (TR)
due to covariation between the differences in mean moisture and mean wind, respectively. These budget
terms comparing the simulations with and without nudging are shown in Figure 13. The total moisture diver-
gence differences (Figure 13a) resemble the differences in P (Figure 12b) because the evaporation differences
are generally very small compared to the P differences. The total moisture divergence differences are mainly
contributed by the dynamical effects related to the differences in mean flow (Figure 13c), while the thermo-
dynamical effects due to differences in the mean moisture (Figure 13b) are largely balanced by the transient
covariation effects (Figure 13d), particularly in the southwest, Kansas, and the southeast. Thus, spectral nud-
ging increases the moisture flux convergence over the southern Plains by altering the mean winds, which
leads to enhanced precipitation.

To determine how the mean flow modulates the moisture flux convergence and precipitation in the spectral
nudging case, Figure 14 shows the vertically integrated moisture and moisture flux for the base case
(Figure 14a) and the differences between the two simulations (with/without nudging; Figure 14b). The model
simulates high moisture in the Gulf of Mexico and Gulf of California with the warm sea surface temperatures
in the summer. Associated with the North Atlantic subtropical high pressure system, the model captures the
southeasterly wind bringing moisture from the Gulf of Mexico to the Southern Great Plains. With spectral
nudging, moisture flux from the Gulf of California is enhanced (Figure 14b), which increases moisture flux
convergence in the Southern Great Plains. Thus, the warm biases in the Southern Great Plains are partly
related to the model biases in large-scale circulation and the resulting biases in moisture flux convergence
and precipitation. Such biases affect simulations at all resolutions and are only alleviated by nudging of
the winds. However, nudging has no effect on diurnal precipitation, while reducing the grid spacing to
4 km alleviates model biases in diurnal precipitation.

Figure 12. Differences of (a) 2m air temperature and (b) precipitation between simulations with and without spectral nud-
ging at a grid spacing of 12 km.
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4. Summary and Discussions

In this study, a series of WRF simulations were conducted to document the sensitivity of regional climate
simulations to spatial resolution ranging from mesoscale to convection-permitting scale. We focus on preci-
pitation in a set of simulations over the conterminous U.S. at grid spacings of 36 km, 12 km, and 4 km. Along
with the resolution sensitivity, we also investigatemodel sensitivity to convective parameterizations and non-
hydrostatic versus hydrostatic dynamics, which are critical issues for modeling across the gray zone resolu-
tions. Simulations with and without nudging of large-scale tropospheric winds provide an opportunity to
evaluate the impacts of large-scale circulation biases on precipitation and surface temperature in regional cli-
mate simulations. As far as summer precipitation is concerned, the convection-permitting simulations at 4 km
grid spacing are most skillful in reproducing the observed spatial distributions and the diurnal variability
associated with eastward propagation of cloud and precipitation systems across the Great Plains.
Consistent with Lebassi-Habtezion and Diffenbaugh [2013] and Yang et al. [2017], nonhydrostatic dynamics
has a positive impact on precipitation simulations over the western U.S. with complex terrain even at

Figure 14. (a) Vertically integrated moisture (shading) and moisture flux (vector) for the spectral nudging case (SPECTRAL
NUDGE) and the (b) differences of moisture (shading) andmoisture flux (vector) due to the mean flow between simulations
with and without spectral nudging.

Figure 13. Moisture budget differences between simulations with and without spectral nudging for (a) differences in
moisture flux divergence and the contributions to the moisture flux divergence from (b) thermodynamical effect (TH)
due to differences of the mean moisture, (c) dynamical effect (DY) due to differences of the mean wind, and (d) transient
effect (TR) due to the covariation between the differences in mean moisture and mean wind.
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12 km and 36 km grid spacings. The smaller differences between simulations with the hydrostatic versus non-
hydrostatic dynamical core in this study compared to those in Lebassi-Habtezion and Diffenbaugh [2013] are
likely related to the different emphases on precipitation in the warm versus cold seasons. Further, through
physics-dynamics coupling, differences in physics parameterizations used in the two studies may lead to dif-
ferent response to the nonhydrostatic dynamics as well.

Precipitation in simulations at coarser resolutions is evidently more phase locked diurnally with the solar
radiation induced surface heating, while observations show a more variable diurnal timing across the conter-
minous U.S. Notable differences are found between simulations with the KF and GF convection schemes, with
the latter beingmore skillful even at a grid spacing of 36 km in capturing the nocturnal timing that dominates
in the Great Plains and North Americanmonsoon region. Furthermore, the GF scheme exhibits much reduced
sensitivity to model resolution compared to the KF scheme, consistent with the smoother transition from
convective to large-scale (resolved) precipitation as horizontal resolution increases (Figure 11b). Grell and
Freitas [2014] noted a similar behavior in the GF scheme applied to simulations over South America and
attributed the smooth transition to the Arakawa’s adjustment factor for estimating the fractional coverage
of updraft and downdraft plumes [Arakawa et al., 2011] implemented in the GF scheme. As the model grid
spacing approaches a few kilometers, the heating and drying rates produced by the GF scheme diminish
[Grell and Freitas, 2014]. Consistently, we find that the GF scheme at 4 km is almost completely turned off,
so precipitation is produced mainly by the resolved processes and the cloud tops become shallower
(Figure 10) and more comparable to simulations at the same grid spacing, but without a convective parame-
terization. The GF scale-aware parameterization is being tested in the Model for Prediction Across Scales
[Skamarock et al., 2012] global variable resolution modeling framework for convection-permitting simula-
tions by using regional refinement.

Leung and Gao [2016] further analyzed the WRF simulations presented in this study, with a focus on land-
atmosphere interactions. They found that simulations with the KF scheme at 36 km and 12 km grid spacing
produce peak rainfall in the afternoon over both wet and dry soils. In contrast, at 4 km without a cumulus
scheme, the model depicts a dominance of nocturnal and afternoon rain occurring preferentially over wet
soil and dry soils, respectively. This suggests that land-atmosphere interactions are simulated differently in
the 36 km/12 km simulations and the convection-permitting simulation, with the former featuring precipita-
tion generated primarily in the afternoon through coevolution of convection with surface fluxes and PBL pro-
cesses, while in the latter, wet soil moisture may be a response to the nocturnal rainfall that plays a more
minor role in precipitation through feedback except over a longer time scale. With the ability to distinguish
processes that generate nocturnal versus afternoon rainfall, the convection-permitting simulation may allow
the role of land-atmosphere interactions to be more realistically investigated.

With the improvements in simulating precipitation amount and diurnal variability, the conspicuous warm
biases of 2–4°C over the Southern Great Plains in the coarser resolution simulations are reduced, but warm
biases of smaller magnitudes remain. Using simulations where the model winds are nudged toward reanaly-
sis, we show that the warm biases are partly due to large-scale circulation biases, which appear to be rather
insensitive to model resolution. With nudging of the winds above the PBL toward observations, moisture
transport from the Gulf of California is enhanced to increase moisture flux convergence over the Southern
Great Plains. Despite the increased moisture supply, nudging has no impacts on the diurnal timing of preci-
pitation simulated by the model, which is more dominantly controlled by the representation of convection
that is sensitive to model resolution and convective parameterizations.

With advances in computing, convection-permitting climate simulations are becoming more feasible by
using regional climate models and global variable resolution models. This study adds to the limited literature
that documents convection-permitting climate simulations and the associated challenges and opportunities
[Prein et al., 2015]. For regional and global variable resolution modeling that involves simulations across a
wide range of resolutions through nesting or regional refinement with unstructured grids, a key challenge
is modeling across the gray zone to convection-permitting resolutions. This study emphasizes the impor-
tance of parameterizing convection and the use of nonhydrostatic dynamics across grid spacings from
36 km to 4 km. Efforts to improve the scale awareness of convective parameterizations will likely yield further
advances in the future. For example, a recent study has shown improved precipitation in high-resolution
(1–10 km) simulations by using an updated KF scheme that introduces scale-aware parameterized cloud
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dynamics [Zheng et al., 2016], and other approaches are actively being pursued. Regional refinement techni-
ques could also introduce uncertainties in modeling precipitation through their impacts on the large-scale
circulation associated with downscaling and upscaling of processes [Hagos et al., 2013; Sakaguchi et al.,
2015, 2016]. Besides model development to address the obvious deficiencies, numerical experiments to
systematically compare modeling approaches and development of metrics and diagnostics may yield
insights for future design of high-resolution climate simulations for actionable climate science in support
of decision making.
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Erratum

The original version of this article was published without the supporting information. The supporting
information is included, and this version may be considered the authoritative version of record.
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