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Abstract We evaluate the sensitivity of simulated turbine-height wind speeds to 26 parame-
terswithin theMellor–Yamada–Nakanishi–Niino (MYNN)planetary boundary-layer scheme
andMM5 surface-layer scheme of theWeather Research and Forecasting model over an area
of complex terrain. An efficient sampling algorithm and generalized linear model are used to
explore the multiple-dimensional parameter space and quantify the parametric sensitivity of
simulated turbine-height wind speeds. The results indicate that most of the variability in the
ensemble simulations is due to parameters related to the dissipation of turbulent kinetic energy
(TKE), Prandtl number, turbulent length scales, surface roughness, and the von Kármán con-
stant. The parameter associated with the TKE dissipation rate is found to be most important,
and a larger dissipation rate produces larger hub-height wind speeds. A larger Prandtl number
results in smaller nighttime wind speeds. Increasing surface roughness reduces the frequen-
cies of both extremely weak and strong airflows, implying a reduction in the variability of
wind speed. All of the above parameters significantly affect the vertical profiles of wind
speed and the magnitude of wind shear. The relative contributions of individual parameters
are found to be dependent on both the terrain slope and atmospheric stability.
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1 Introduction

Renewable energy resources, such as wind and solar power, are essential for the mitigation
of climate change and sustainable energy production (Sims et al. 2007; Shaw et al. 2009).
Because thewind-energy resource is geographicallywidely distributed (Lu et al. 2009), wind-
generated electricity has experienced significant growth around the world (Pimentel et al.
2002; National Renewable Energy Laboratory 2008; International Energy Agency 2008;
Musgrove 2010). Current wind farms attain their highest energy production (operating at
their rated generating power) in periods of steady moderate wind speeds (typically between
13 and 25 m s−1). Yet, wind speeds across the layer swept by a turbine rotor can exhibit
significant variability, even on very short time scales (e.g., minutes to hours) (Marquis et al.
2011; Banta et al. 2013), and this affects the variability and ultimately the integration of wind
power into the electric grid.

Wind-resource characterization and operational wind forecasting rely heavily on the accu-
racy of fine resolution (approaching 1 km) numerical weather prediction (NWP) models
(Mahoney et al. 2012) that can realistically resolve the small-scale flow features (Marjanovic
et al. 2014). Real-time or zero to 6-h predictions of wind power based on NWP models are
of vital importance for the operation of wind farms, and forecast errors or uncertainties in
hub-height wind speed can have serious financial implications (Marquis et al. 2011). An
added complication is that wind turbines are frequently deployed in complex terrain, in part
to take advantage of low-level flow forced by topography. Spatial heterogeneity in land-use
type and elevation can induce complex orographic and thermodynamic influences on both
the mean and turbulent flows within the planetary boundary layer (PBL).

Although current generation NWP models run at fine resolutions, they cannot explicitly
resolve fine-scale details of the turbulent flow in the PBL. Therefore, process- or empirical-
based parametrization schemes, including the PBL scheme and surface-layer scheme, are
used to represent subgrid turbulence processes that are highly variable in space and time.
Many PBL and surface-layer schemes have been developed and steadily improved over the
past decades (e.g., Mellor and Yamada 1974; Hong et al. 2006; Pleim 2007; Nakanishi and
Niino 2009; Hong 2010; Jiménez et al. 2012). However, simplifications and assumptions
made in parametrization schemes contribute to model uncertainty (e.g., Berg and Zhong
2005; Steeneveld et al. 2008; Storm et al. 2009; Carvalho et al. 2012; Hu et al. 2010, 2013;
García-Díez et al. 2013). Deficiencies in model representations of turbulence can lead to
significant errors in the simulated wind speed within the PBL, including at heights spanning
the wind turbine. These model deficiencies produce inaccurate predictions and cannot be
addressed with data assimilation techniques alone (Banta et al. 2013). Drechsel et al. (2012)
evaluated the turbine-layer (between 20 and 250m above ground level) wind speeds predicted
by the European Centre for Medium-Range Weather Forecasting model at various European
sites, showing that the model had difficulties in predicting the wind speeds over the depth
of the PBL throughout the day. Storm and Basu (2010) compared low-level wind fields
simulated with four different PBL schemes used in the Weather Research and Forecasting
(WRF) model and found that the PBL parametrizations require additional improvement to
accurately simulate wind speed in the lower part of the PBL. Other model studies (e.g.,
Carvalho et al. 2012; Yang et al. 2013; Draxl et al. 2014) showed that the performance
of different PBL and surface-layer schemes were dependent on meteorological background
conditions, and no PBL parametrization scheme was significantly superior to others for all
atmospheric conditions. Moreover, PBL and surface-layer schemes that are calibrated or
validated using measurements or large-eddy simulation (LES) of cases with simple terrain
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may not be suitable for complex terrain cases (Marjanovic et al. 2014). Yang et al. (2013)
evaluated the hub-height wind speeds and ramp events simulated by the WRF model using
three different PBL schemes over the Columbia Basin region in the north-westernUSA. Their
results showed that all three PBL schemes produced significant biases in the simulations of
wind speed profiles and ramp events, and the largest differences among simulations were
found during stable conditions associated with low-level jets.

Parametrization schemes appliedwithinNWPmodels apply numerous tunable parameters,
including those used for the PBL and surface layer (e.g., Nakanishi and Niino 2009; Nielsen-
Gammon et al. 2010; Jiménez et al. 2012). The values of individual parameters are determined
through a calibration process that typically involves using measurements at limited locations
and times to determine their values. However, observations of sufficient quantity throughout
thePBLare lacking because of the limitations of current observational techniques, andmost of
the uncertain parameters are estimated from LES based on a small number of idealized cases.
Sensitivity analysis can be used to quantify model parametric uncertainty and sensitivity and
to identify the processes in the model that make the largest contributions to the results.

To explore the entire high-dimensional parameter space, an effective sampling method is
needed to determine the statistical distribution of model results for all possible value com-
binations (e.g., Hou et al. 2012; Yang et al. 2012, 2015; Ma et al. 2013; Guo et al. 2014;
Wan et al. 2014; Boyle et al. 2015). The sensitivity analysis, such as variance decomposition
analysis, uses the distributions of variables to quantify the contribution of each input parame-
ter to the overall variability in an ensemble of simulations. For example, Nielsen-Gammon
et al. (2010) tested the WRF model sensitivity to 10 parameters in the Asymmetrical Con-
vective Model version-2 PBL scheme (ACM2; Pleim 2007) by conducting multiple sets of
experiments, indicating that the most important parameters could be identified through the
sensitivity analysis approach. Zhao et al. (2013) used the quasi-Monte Carlo (QMC) method
and a surrogate model to examine the sensitivities of the top-of-the-atmosphere radiative
fluxes to 16 parameters used in the Community Atmosphere Model version 5 (CAM5). Qian
et al. (2015) compared two sets of simulation ensembles with perturbed parameters gener-
ated by different sampling algorithms to explore the parametric uncertainties in precipitation
simulations in CAM5.

To our knowledge, there has been no such comprehensive parametric sensitivity study
of the PBL and/or surface-layer parametrization schemes for wind-energy applications. It
is not clear which parameters associated with the PBL and surface-layer parametrizations
are most responsible for the uncertainty in the simulated turbine-height wind speed and
ultimately wind power. It is also uncertain how parameter sensitivity varies in both time
and space. In this study, we adopt a sensitivity analysis framework (Zhao et al. 2013) that
integrates an exploratory sampling approach (i.e., the QMC method) and a surrogate model
(i.e., generalized linear model) (McCullagh and Nelder 1989) analysis, in order to evaluate
the sensitivity of WRF-simulated hub-height wind speeds to different PBL and surface-layer
parameters over the diverse Columbia Basin region.

The paper is organized as follows: Sect. 2 describes the WRF model configuration and
selectedfield siteswithin the study area. The investigated parameters, their uncertainty ranges,
and the sensitivity analysis methodology are also introduced in Sect. 2. In Sect. 3 we analyze
the impacts of different PBL and surface-layer parameters on the simulated turbine-layer
wind speeds to identify the most influential parameters and examine the dependence of their
sensitivity to the terrain slope and atmospheric stability. The underlying mechanisms of
parameter impacts on the simulated wind speeds are also briefly explored. The main findings
are summarized in Sect. 4.
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MM5 surface-layer scheme
14 parameters: surface 
roughness, von Kármán 
constant, M-O stability 
functions
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……

Fig. 1 Flow chart of the sensitivity analysis framework for WRF model simulations

2 Methodology

Asensitivity analysis framework (represented schematically in Fig. 1) that includes parameter
sampling, model integrations, and statistical analysis, is applied to investigate the parametric
sensitivity of the simulated wind speeds over the turbine-rotor layer. A total of 26 tunable
parameters are selected from the Mellor–Yamada–Nakanishi–Niino (MYNN) PBL scheme
and the MM5 (i.e., the fifth generation Pennsylvania State University–National Center for
Atmospheric Research Mesoscale Model, Grell et al. 1994) Monin-Obukhov (M-O) scheme
(Jiménez et al. 2012) surface-layer scheme. Two suites of 256 simulations using the WRF
model are completed using a range of parameter values. Finally, the WRF model data are
used as input to the generalized linear model that is utilized to determine the sensitivity of
the simulated wind speed to variations in the parameter values.

2.1 Assumed Parameter Values

A total of 26 parameters are investigated, with 12 parameters associated with the MYNN
PBL scheme and 14 with the revised MM5 surface-layer scheme. The relevant relations are
briefly described in Online Resource 1. The choice of the parameters is based on a review
of the existing literature, and from examining the equations in the parametrization schemes
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as applied in the WRF model. Once the parameters are selected, their ranges are determined
based on values that have appeared in the literature for both the surface layer (e.g., Dyer 1967;
Paulson 1970; Stull 1988; Fairall et al. 1996; Grachev et al. 2000; Cheng and Brutsaert 2005;
Mass and Ovens 2010; Jiménez et al. 2012) and PBL schemes (e.g., Mellor and Yamada
1982; Kim and Mahrt 1992; Andren and Moeng 1993; Schumann and Gerz 1995; Nakanishi
2001; Nakanishi and Niino 2004, 2006, 2009; Grachev et al. 2007) or, in cases where no
guidance is available, by increasing and decreasing the parameter value by a factor 0.5 and 1.5
times their default values. Because of the interdependencies among some of the parameters,
we apply additional checks to ensure that values stay within realistic bounds, which leads
to some modification of the ranges used. Specific values used for each of the parameters are
described in the next sub-sections. The factors of 0.5 and 1.5 used for some variables are
arbitrary, and a different range could have been applied. The comparison with data presented
in Sect. 3 shows that the distributions of simulated and observed wind speed are quite similar,
supporting the choice of ranges that have been selected. Likewise, using a different range is
unlikely to result in the identification of a different set of key parameters.

2.1.1 PBL Parameters

The selected PBL parameters (Table 1, see Online Resource 1 for additional details) include
those related to the turbulent kinetic energy (TKE) dissipation rate (B1), TKE diffusion
factor (D f ), the turbulent Prandtl number Pr, closure constants (C2,C5, and γ1), and tur-
bulent length-scale coefficients (α1–α5 and β in). The time evolution of TKE depends on
the imbalance between its production and dissipation rate. In the WRF model the default
value of B1 related to the TKE dissipation rate is 24. The value of B1 was estimated to be
16.6 by Mellor and Yamada (1982) and 27.4 by Andren and Moeng (1993) under neutrally-
stratified conditions. Here the lower and upper bounds of B1 are set to 12 and 36. Note that

Table 1 Investigated parameters in the MYNN PBL scheme

Parameter Description Default value Estimated range

B1 Constant for dissipation rate of TKE 24 [12, 36]

D f (sqfac) TKE diffusion factor 2 [1.5, 4.5]

Pr Turbulent Prandtl number 0.74 [0.5, 2]

C3 Closure constant 0.34 [0.33, 0.50]

C5 Closure constant 0.2 [0.1, 0.3]

γ1 (g1) Closure constant 0.229 [0.1768, 0.2395]

α1 (alp1) Constant for calculation of the
turbulent length scale (LT )

0.23 [0.115, 0.345]

α2 (alp2) Constant for calculation of the
turbulent length scale (LB )

0.65 [0.5, 1.0]

α3 (alp3) Constant for calculation of LB 3 [2.5, 7.5]

α4 (alp4) Constant for calculation of the
turbulent length scale (LS)

20 [20, 100]

α5 (cns) Constant for calculation of LS 2.1 [1.35, 4.05]

β Exponent on equation of LS 0.2 [0.1, 0.3]

Note that the text in parentheses in the Parameter column is the name used for that parameter in the source
code of the MYNN scheme in the WRF model
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the value of B2 (Eq. 2 in Online Resource 1) is simultaneously adjusted with B1 such that
B2 = 0.625B1 (Mellor and Yamada 1982; Nakanishi 2001). The turbulent Prandtl number,
Pr, (the ratio of the eddy diffusivity of momentum to that of heat) has a range in neutral or
weakly stable conditions estimated between 0.7 and 1.2 by Schumann and Gerz (1995) and
0.5–2 based on the results of Kim and Mahrt (1992). Grachev et al. (2007) indicated that
the upper limit of Pr could be 2 or 3. In the present study, a range of 0.5–2 is used for Pr.
Nakanishi and Niino (2009) have pointed out that the range of C3 should be between the
theoretical values of 0.33 for isotropic turbulence and 0.5 for a convective boundary layer
(Gibson and Launder 1978; Moeng and Wyngaard 1986). With the continued development
of the MYNN model (Nakanishi 2001; Nakanishi and Niino 2004, 2009), the values of C2

and C3 have changed simultaneously several times, keeping a linear relationship between
them. As a result, a range of 0.33–0.5 is used here for C3 and the value of C2 is determined
using C2 = 1.724 (C3 − 0.323) + 0.7, which is the relationship applied in the literature
(e.g., Nakanishi and Niino 2009). The value of α4 is 20 in the literature, but 100 in the WRF
model source code, so we set a range of 20–100 for α4. For D f ,C5, α1, α2, α3, α5 and β,
the uncertain ranges are set as 0.5–1.5 times their default values in the literature, except that
the upper bound of α3 is adjusted to 1.0 based on Nakanishi (2001).

In the MYNN PBL scheme, several closure constants are interconnected, and their values
should stay within realistic ranges and should be of consistent sign when different values
are applied for other parameters. For example, the values of A1 and C1 (Eqs. 5–7 in Online
Resource 1) are expressed as functions of two independent parameters of B1 and γ1. In order
to prevent A1 orC1 from being too small or large, their ranges are constrained in this analysis
as 0.5n–1.5n (where n is the number of independent parameters) times their original values as
B1 and γ1 are simultaneously perturbed. Given that the range of B1 is assumed to be 12–36,
it follows that the value of γ1 should be within 0.1768–0.2395 instead of 0.5–1.5 times its
original value so that the value of A1 ranges from factors of 0.25 and 2.25 of its original
value.

2.1.2 Surface-Layer Parameters

The selected surface-layer parameters (Table 2, further details can be found in Online
Resource 1) include those used in the M-O stability functions (a1–a6 and b1–b6), surface-
roughness scaling factor (z f ), and the von Kármán constant (k). Here z f is used to define
the surface roughness as znew = z0 · z f , where z0 is the default surface roughness for each
land-use type applied in the WRF model. For stable conditions, the values of a1 and a2 rep-
resent the slopes of similarity functions in weakly stable conditions. The ranges of a1 and
a2 are set to 4.8–9.4 and 4.5–8.9 as estimated by Högström (1988). Cheng and Brutsaert
(2005) stated that the stability functions for the wind-speed profile can also be applied to the
temperature profile in stable conditions. As a result, the ranges of the exponents for the simi-
larity functions for both momentum (i.e., b1) and heat (i.e., b2), are set from 1.1 (the original
value for heat) to 2.5 (the original value for momentum) (Cheng and Brutsaert 2005). The
ranges of a5 and a6 used in the similarity functions applied in convective conditions range
between 9.7–11.6 and 26–42, respectively, which were estimated by Grachev et al. (2000) to
match the Kansas-type or Businger–Dyer formulae (e.g., Izumi 1971; Dyer 1974; Businger
1988) when a3 = a4 = 16. It follows that the values of a3 and a4 cannot be much different
from 16, so we set the ranges to 14–18 for both parameters. As shown in Eqs. 18, 19, 21,
and 22 in Online Resource 1, the default values of the exponents (0.25 for momentum and
0.5 for heat, Table 2) based on the results from the Kansas field study (e.g., Izumi 1971) are
replaced by 0.33 in the convective formulae. Because the ranges of a3–a6 are dependent on
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Table 2 Investigated parameters in the revised MM5 surface-layer scheme. Note that ψm and ψh are the
integrated similarity functions for momentum and heat

Parameter Description Default value Estimated range

a1 Constant associated with ψm at stable
condition

6.1 [4.8, 9.4]

b1 Exponent on equation of ψm at stable
condition

2.5 [1.1, 2.5]

a2 Constant associated with ψh at stable
condition

5.3 [4.5, 9.0]

b2 Exponent on equation of ψh at stable
condition

1.1 [1.1, 2.5]

a3 Constant associated with Kansas-type
ψm at unstable condition

16 [14, 18]

b3 Exponent on equation of Kansas-type
ψm at unstable condition

4 [3.5, 4.5]

a4 Constant associated with Kansas-type
ψh at unstable condition

16 [14, 18]

b4 Exponent on equation of Kansas-type ψh
at unstable condition

2 [1.5, 2.5]

a5 Constant associated with ψm at
convective limit

10 [9.7, 11.6]

b5 Exponent on equation of ψm at
convective limit

3 [2.5, 3.5]

a6 Constant associated with ψh at
convective limit

34 [26, 42]

b6 Exponent on equation of ψh at
convective limit

3 [3.0, 3.5]

z f Scaling factor for surface roughness 1 [1.0, 2.0]

k von Kármán constant 0.4 [0.35, 0.40]

the values of these exponents, it is unreasonable to choose ranges that are too wide for these
exponents. Therefore, the ranges are set to 3.5–4.5 for b3, 1.5–2.5 for b4, and 2.5–3.5 for
both b5 and b6. We found that large values of b6 induce computational instabilities, so the
range of b6 is limited to be 2.5–3.0. The range of surface-roughness scaling factor z f is set
to 1–2 following Mass and Ovens (2010). The von Kármán constant k is used in both the
PBL (Nakanishi 2001) and surface-layer (Jiménez et al. 2012) schemes; here k is grouped
with the surface-layer parameters and its perturbed range is set to 0.35–0.4 (Stull 1988).

2.2 WRF Model Configuration

We focus on a region of complex terrain centered at the Columbia Basin Wind Energy
Study (CBWES; Berg et al. 2012) field site, which is located on a north-east facing slope
of an extensive ridge within the Stateline Wind Energy Center in Oregon, USA. CBWES
included the deployment of a Vaisala, Inc., 915-MHz radar wind profiler [supplied by the
U.S.Department of Energy’sAtmosphericRadiationMeasurement (ARM)ClimateResearch
Facility], a Scintec MFAS Doppler sodar, and tower-mounted Applied Technologies, Inc.,
SATI/3K three-dimensional sonic anemometers to provide measurements of wind speed and
direction over a large portion of the depth of the PBL (Berg et al. 2012). A number of

123



124 B. Yang et al.

Fig. 2 Nested WRF model domains (red boxes) with 10-km and 3.3-km grid spacing, respectively. Terrain
height is indicated by colour (see legend on the right). The red dots denote the locations of field measurements
or wind plants used, including: 1 CBWES, 2 Hanford, 3 Big Horn, and 4 Pebble Springs

additional sites located within the Columbia Basin, including Hanford, Big Horn, and Pebble
Springs, are also selected for analysis (Fig. 2). These particular locations are selected for
comparison because of their proximity to wind farms and a wide range of different terrain,
spanning simple to complex. Of these four locations, three (the CBWES, Big Horn, and
Pebble Springs) are in or near existing wind farms. The Hanford site is located near the
centre of the Columbia Basin.

TheAdvanced ResearchWRFmodel version 3.6 is used (Skamarock et al. 2008), utilizing
two domains, one nested in the other (Fig. 2). The outer domain encompasses 40◦ to 52◦N
and 108◦ to 129◦W with a 10-km grid spacing, and the inner domain covers 44◦ to 48◦N
and 115◦ to 122◦W with a 3.3-km grid spacing. There are 150 grid points in the east-west
direction and 120 grid points in the north-south direction for both domains. The terrain data
with horizontal resolution of around 0.9 km are used and re-gridded to match theWRFmodel
horizontal grid spacing. The model is configured with 55 layers using a vertical grid spacing
of approximately 15 m in the lowest 200 m above ground.

Additional model physics packages that are applied including the Goddard shortwave
radiation scheme (Chou and Suarez 1994) and the Rapid Radiative Transfer Model for long-
wave radiation (Mlawer et al. 1997). The four-layer Noah land-surface model (Chen and
Dudhia 2001) is chosen to represent the surface processes.

Boundary and initial conditions for the outer WRF model domain are derived from the
North American Regional Reanalysis (NARR; Mesinger et al. 2006). Default parameter
values are applied in the single set of WRF model simulations for the outer domain in which
the wind speed and direction, temperature, and moisture are nudged to the NARR reanalysis.
The model output from the outer domain is used as the initial and boundary conditions (i.e.
nesting in offline mode) to drive the inner domain simulations that are performed repeatedly
with the perturbed values for the parameters (see Sect. 2.3). This strategy helps to isolate the
impacts of parameter perturbations within the inner domain (i.e. local impacts) from that of
changes in boundary forcing. The WRF model is run from April 28 to May 31, 2011; the
first three days are considered spin-up time and only the simulations from the month of May
are used for parametric sensitivity analysis.

2.3 Sensitivity Analysis Framework

Following Zhao et al. (2013) and Guo et al. (2014), the QMC sampling approach (Caflisch
1998) is applied to uniformly sample points within the multi-dimensional parameter space.
Simultaneously perturbing all 26 parameters would require a large number of samples and
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a huge amount of computational resources to obtain effective ensembles of model results.
Instead, we apply a more economical approach by treating the PBL and surface-layer para-
meters as two individual groups and then sample the groups independently using the QMC
algorithm. This strategy means that we are unable to investigate the effects of interactions
between the PBL and surface-layer parameters. Given that the parameter sensitivity may vary
when the parameter values in the other scheme are changed, the impact of some parameters
may be underestimated here.

The number of samples required by the QMCmethod is normally a power of two to ensure
a uniform sampling within the parameter space (Hou et al. 2012). Hou et al. (2012) found
128 samples were adequate to produce reliable results for a case with 10 parameters. Zhao
et al. (2013) used 256 samples to explore the parametric sensitivity within a 16-dimensional
space. Here, 256 parameter sets for each group are generated by the QMC method, and all
the parameter sets (with parameters from the other group, either PBL or surface, fixed at their
default values) are used in WRF model simulations configured as described in Sect. 2.1. A
total of approximately 1.2 × 106 core hours were consumed to conduct these experiments.

The generalized linearmodel (McCullagh andNelder 1989), which is introduced inOnline
Resource 2, is constructed using the simulation results. The generalized linearmodel is used to
examine the parameter impacts by computing the variances of themodel output variables (i.e.,
turbine-height wind speeds at different model grid points) associated with each individual
parameter as well as the interaction among different parameters within either the PBL and
surface-layer ensembles.

3 Results

In this section, we first analyze the impacts of different parameters on the simulated hub-
height (i.e., 80-m) wind speed. The impacts on the simulated wind speed profile, wind shear,
and turbulence characteristics are then investigated.

3.1 Turbine-Height Wind Speed

The ensemble of WRF-simulated wind speeds resulting from the perturbations of the PBL
parameters provides a reasonable representation of the observed distribution of wind speed
measured at the CBWES site (Fig. 3); this is particularly true for wind speeds <7.5 m s−1.
There is a tendency for theWRFmodel to overestimate the frequency ofwind speeds between
9 and 11 m s−1, and to underestimate the frequency for wind speeds greater than 11 m s−1.
Similar results were also found in simulations with a finer horizontal resolution presented by
Yang et al. (2013).

Relatively small changes in the wind speed can lead to large variations in the generated
wind power because of the nonlinear relationship betweenwind speed andwind power.When
the wind speed is smaller than the cut-in wind speed of the turbine, typically around 3 m s−1,
the turbine remains nonoperational and no power is produced. Above the cut-in speed, power
production increases as an approximately cubic function of the wind speed until reaching
rated power, or a near-constant maximum power that is independent of the wind speed.
Although the rated wind speed varies between turbine types, it is typically between 10 and
15 m s−1. Turbines are shut down during periods very large wind speeds, called a cut-out
speed, generally between 20 and 25 m s−1, to avoid damage to the turbine components.

Wind power forecasts are generated based on a manufacture’s power curve for a General
Electric 1.68 MW turbine, assuming a hub-height of 80 m, rotor diameter of 82.5 m, and
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Fig. 3 Normalized frequency of observed wind speed at 62 m (black) and simulated wind speed at 60 m
(blue) and 80 m (red) for cases with varying PBL parameters at the CBWES field site. Vertical lines indicated
a typical turbine cut-in speed and rated speed

Fig. 4 Simulated time series of
80-m (top) wind speed and
(bottom) wind power at CBWES
in all the simulations with
perturbed PBL parameters. Black
line in the top panel indicates
observed wind speed

standard air density of 1.225 kg m−3. For this turbine model, the cut-in speed is 3 m s−1,
rated speed is 13 m s−1 and cut-out speed is 25 m s−1. The ensemble members generated
with different PBL parameter values have different time evolution of wind speed, and hence
wind power (Fig. 4), so that even small or moderate uncertainties in the wind speed can give
rise to large uncertainties in the wind power ranging from very small values to the rated power
of the turbine. For example, at 0600 UTC on May 9 2011 the uncertainty in wind speed led
to power forecasts ranging from near zero (0.4 MW) to the rated power (1.68 MW).

3.1.1 Spatial Distribution of Parametric Sensitivity and Relation to Terrain Slope

The mean and variance between ensemble members (i.e. response to perturbed parameters)
of 80-m wind speed vary as a function of both space and time of day (daytime vs. nighttime)
over the study domain (Fig. 5). Wind speeds for each simulation are first averaged separately
across daytime (0600–1800 LT) and nighttime hours (1800–0600 LT) at each grid point, and
these daytime and nighttime averages for each individual simulation are in turn used to derive
the simulation ensemble means and variances between ensemble members. The area of the
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(a) (b)

(c) (d)

(e) (f)

Fig. 5 Spatial distributions of simulation ensemble means computed using all the 512 simulations with per-
turbed PBL and surface-layer parameters (top row) and variances between ensemble members with perturbed
PBL (middle row) and surface-layer (bottom row) parameters for the 80-m wind speed averaged separately
across daytime hours (0600–1800 LT, left) and nighttime hours (1800–0600 LT, right). See text for details.
Note that the means are not shown for PBL and surface-layer ensembles separately because they were found
to be very similar to one another

domain where the terrain height is below 500 m, approximately representing the Columbia
Basin, is marked in the plots. Compared to daytime conditions, nighttime domain-averaged
wind speeds are much larger, with the maximum speed exceeding 9 m s−1. Limiting the
analysis to conditions over the basin, the average wind speeds during the simulation period
range between 5.0–6.5 m s−1 during daytime and 6.5–8.5 m s−1 during nighttime.

The spatial patterns of the inter-simulation variances are well correlated with the sim-
ulation mean fields and, in general, the variances induced by parameter perturbations are
larger at night (especially for PBL parameters), but there is some dependence of the variance
on the terrain height. During daytime, the area with large variability in wind speed between
ensemble members is limited to high elevation areas in the western part of the model domain,
while the variability over the Columbia Basin is very small. On the contrary, the variability
over the basin area is much larger during nighttime than daytime, which is likely because
of the larger nighttime wind speeds found over the basin. The analysis highlights that the
variability in the 80-m wind speed is much larger for the PBL parameters than is found for
the surface-layer parameters, regardless of the time of day.
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The generalized linear model (McCullagh andNelder 1989) is used to decompose the total
variances into the portions contributed by each of the different parameters as well as their
interactions. Details of our implementation of the generalized linear model can be found
in Online Resource 2. Our generalized linear model results indicate that the response of
the 80-m wind speed is mainly caused by the individual effect of each parameter while the
effects of the interactions of various parameters in the PBL and surface-layer schemes are
negligible over much of the domain (not shown). Therefore, the generalized linear model
results presented in this section are constructed by only considering the individual effect of
each parameter (we fit linear and quadratic terms in each parameter as this was found to be
sufficient to explain most of the variance in the output).

As shown from the generalized-linear-model estimated variances of 80-m wind speed,
several PBL parameters are found to contribute more to the total variance of the ensemble
than others, and some of the key parameters change with time of day (Figs. 6, 7). Note that the
large value of the variance is found along the domain boundary in the α1 plot (Fig. 6), which is
likely associated with issues related to the boundary conditions at the edge of theWRFmodel
nest. During daytime, the parameter B1 (which is related to the TKE dissipation rate) is the
most important parameter as it plays a key role in regulating the diurnal evolution of TKE,
especially over high terrain region (Fig. 2) where changing B1 contributes approximately 50
% of the total variance. The second most important parameter during daytime is found to be
β (which is related to the turbulent length scale during unstable conditions), and its impact is
more significant over areas with lower terrain within or close to the basin region. The effects
of the other parameters are much smaller than those found for either B1 or β, and the impacts
induced by C5, α3 and α5 are almost negligible during daytime. The relative contributions
of B1 and β to the generalized linear model estimated total variance of daytime 80-m wind
speed at the CBWES site are 28 and 35 %, respectively, and the contributions of the other
parameters are less than 15 % each.

Given that stable conditions are more common at night, we expect to see differences in the
relative impact of parameters that are applied within the parametrization scheme as a function
of stability. The importance of B1 continues at night. In contrast, the parameter β has nearly
no effect on the simulated 80-m wind speed at night because the turbulent length scale is
not sensitive to β during stable conditions. In contrast, the importance of the parameter α5
increases, especially over the basin region. The parameter Pr also moderately impacts the
simulated 80-m wind speed during nighttime. The relative contributions of B1, Pr and α5 to
the generalized linear model estimated total variance of nighttime 80-m wind speed at the
CBWES site are 18, 38 , and 25 %, respectively.

An examination of Figs. 6 and 7 suggests that the impacts of different parameters on
the simulated wind speed are dependent on the terrain height and/or slope. Figure 8 shows
the relative contributions of each PBL parameter to the variances of the 80-m wind speeds
as a function of terrain slope during both daytime (red) and nighttime (blue) conditions.
Five grid points at each edge of the domain are excluded in the calculation to eliminate
the contamination effects of nesting (Fig. 6). Similar to the evidence presented in Figs. 6
and 7, B1 is found to have the largest impact on the simulated 80-m wind speed, with
the mean contribution being between 30 and 50 %, depending on the slope and time of
day. The diffusion factor D f is much less important than B1, and its impact has only a
weak dependence on the terrain slope. The mean relative contribution of D f is around
3 % during daytime, and 5 % during nighttime. The turbulent Prandtl number, Pr, con-
tributes about 18 % of the total variance of the 80-m wind speed during nighttime. In
daytime, its contribution is around 5 % for flat regions but above 10 % for regions with
steep slopes. The variance explained by γ1 is sensitive to the terrain slope during daytime,
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Fig. 6 Spatial distributions of relative contributions (in%) of each PBL parameter (Table 1) to the generalized
linear model estimated total variances of the 80-m wind speed during daytime. The location of the CBWES
site is marked by a red circle in each plot
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Fig. 7 Spatial distributions of relative contributions (in%) of each PBL parameter (Table 1) to the generalized
linear model estimated total variances of the 80-m wind speed during nighttime. The location of the CBWES
site is marked by a red circle in each plot

123



Sensitivity of Turbine-Height Wind Speeds to Parameters... 131

Fig. 8 Relative contributions of each PBL parameter to the variance of 80-m wind speed as a function of
terrain slope during daytime (red) and nighttime (blue) conditions

with significantly larger contributions to the total variance over areas with steep slopes. A
large portion of the variances in the 80-m wind speed can be attributed to the perturbations
of the parameters related to the turbulent length scale applied in the MYNN parametriza-
tion scheme. For example, the parameter α1 has considerable effects on the simulated wind
speed during both daytime and nighttime conditions, as α1 affects the turbulent length scale
regardless of the stability (Eq. 11 in Online Resource 1). In contrast, the other parameters
associated with the turbulence length scale only influence the simulated wind speed dur-
ing either daytime or nighttime and not both, as their effects are a function of the stability.
The values of α2 and α5 have large impacts on the variance during nighttime that is espe-
cially pronounced over areas with more gentle slopes. The parameters α4 and β are found
to significantly affect the daytime wind speed, and their impacts are also sensitive to the
terrain slope. The relative contribution of β to the total daytime variance is about 26 %
when the slope is less than two degrees and only 14 % for regions with slopes greater than
six degrees, where the turbulent length scale is generally smaller because of the higher latent
heat flux associated with larger amounts of vegetation at higher altitudes as found in this
domain.
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(a)

(b)

(c)

Fig. 9 Spatial distributions of simulation ensemblemeans computed using the 256 simulations with perturbed
PBL parameters for TKE dissipation rate (a), turbulent length scale from the MYNN parametrization scheme
(b), and PBL height (c) averaged during the day. Values for TKE dissipation rate and turbulent length scale
are averaged within the lowest 1000 m layer

The sensitivity of the simulations to terrain slope is strongly influenced by the variation
of the PBL properties across the domain (Fig. 9). For example, B1 is less important over the
basin region because the TKE dissipation rate is generally small over these areas (Fig. 9a).
The spatial distribution of the turbulent length scale (Fig. 9b) is similar to that of the TKE
dissipation rate because a larger turbulent length scale lead to smaller TKE dissipation rates
(Eq. 1 in Online Resource 1). The large values of PBL height over areas with lower terrain
(Fig. 9c) are responsible for large values of the turbulent length scale (Eqs. 9 and 11 in
Online Resource 1) and thus small TKE dissipation rates. In addition, small values of the
friction velocity over areas with low terrain (figure not shown) lead to small magnitudes of
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the Obukhov length (e.g. Nakanishi and Niino 2009; Jiménez et al. 2012) particularly during
daytime, which further leads to large values of the turbulent length scale (Eqs. 9 and 10 in
Online Resource 1). Given that the turbulent length scale is dominated by the smallest term
among the variables LS, LT , and LB (Eqs. 9–12 in Online Resource 1), this length scale is
more sensitive to the changes in the surface length scale LS over the basin region than over
other regions where PBL height and LT are small. Therefore, α5 and β, which control LS

during nighttime and daytime, are more important over areas with simple terrain within the
domain.

In summary, for theMYNNPBL scheme, the parameters B1 and β are the most influential
in regards to the daytime simulated 80-m wind speed, and B1, Pr, and α5 are the most
influential during nighttime.

A similar analysis is performed for the surface-layer scheme parameters. In this case we
find z f and k jointly contribute more than 80 % of the total variance of the simulated wind
speeds in the surface-layer ensemble over most of the domain. The spatial distributions of the
relative contributions of z f and k for the 80-m wind speeds are shown in Fig. 10. We find that
during daytime, z f contributes more than 50 % of the total variance at high elevations and
about 40 % over the basin. The stronger impact of z f at higher elevations is likely because
of rougher terrain as well as taller and denser coverage of vegetation and thus larger surface
roughness (not shown). In contrast, the value of k is more important over the basin region
where it explains more than 50 % of the total variance. This is likely because the value of k
is also used for the calculation of the surface length scale LS , which plays a larger role for
the change in the turbulent length scale over areas with simple terrain than over areas with
complex terrain. Similar results are found for nighttime conditions except that the relative
contributions of z f and k are smaller and the impact of k is less sensitive to terrain than during
daytime. This occurs because the parameters a1 and b1, which are related to the similarity
function for momentum during stable conditions, become more important during nighttime,

(a) (b)

(d)(c)

Fig. 10 Spatial distributions of relative contributions of z f (a, c) and k (b, d) in the surface-layer scheme
to the generalized linear model estimated total variances of the 80-m wind speed during daytime (a, b) and
nighttime (c, d)
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especially over areas of small terrain slope (Figure not shown),. However, the effects of a1
and b1 are still much weaker than those induced by z f and k, even during nighttime.

3.1.2 Parametric Sensitivity at Select Locations

The responses to the perturbations of the six most influential parameters (i.e., B1, Pr, α5,
and β in the PBL scheme and z f and k in the surface-layer scheme, respectively), have been
analyzed at the CBWES site and at Hanford, Big Horn, and Pebble Springs (locations are
shown in Fig. 2). The results are consistent across the locations (Fig. 11). In each panel of
Fig. 11, the deviation from the ensemble mean associated with changing parameter values in
the 256 simulations have been placed into eight discrete bins (each bin with 32 experiments)
based on the value of the parameter value. The mean differences of the simulated wind
speeds among the bins (associated with values of the parameter ranging from the smallest
to largest) are caused by the perturbation of a given parameter value displayed along the
X-axis, while the range within each bin is induced by the interactions of the other parameters
in each simulation ensemble. For example, B1 is allowed to vary between 12 and 36, and
thus the first box-and-whisker set in the top left corner of Fig. 11 shows the model deviation
when values of B1 range between 12 and 15. At each of the sites, it is clear that increasing
B1 leads to smaller 80-m wind speeds during regardless of the time of day, although the
response is more evident at night. Increasing Pr leads to a smaller wind speed at 80-m height
during nighttime but it has nearly no effect on the daytime wind speed. A larger value of α5
produces larger wind speeds at night while increasing β leads to smaller wind speeds during
the day. In contrast to the results in the PBL scheme, the spread of the wind speeds in each
bin are much smaller in the surface-layer simulations (rightmost two columns in Fig. 11).
This is because most of the variance of the simulated 80-m wind speed are contributed by

(a)

(b)

(c)

(d)

Fig. 11 Averaged daytime (red) and nighttime (blue) 80-mwind speeds at a CBWES, bHanford, c Big Horn,
and d Pebble Springs, in response to the perturbations of the six most influential parameters (indicated at the
bottom of each column) from all the simulations. The 256 simulations in the PBL or surface-layer ensemble
are divided into eight discreet bins (each bin with 32 experiments) in terms of each parameter value. In each
bin, the mean, 25 to 75th percentile, and 10 to 90th percentile values are presented as box-and-whisker plots.
Note that the values are deviations from the respective overall mean of the 256 simulations in the PBL (left
four columns) or surface-layer (right two columns) ensemble
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Fig. 12 Frequencies (%) of simulated nighttime 80-m wind speeds of 0–3 m s−1 (blue), 3–13 m s−1 (black),
and 13–25 m s−1 (red) at CBWES, in response to the perturbations of the six most influential parameters from
all the simulations. Note that the values are deviations from the respective overall mean of the 256 simulations
in the PBL (top two rows) or surface-layer (bottom row) ensemble

the two most influential parameters of z f and k. Increasing the value of z f (i.e., increasing
surface roughness) or the von Kármán constant k reduces the wind speed during both day
and night. Next, we will explore how the sensitivity changes across different ranges of wind
speed. Given the similarity of the results at the CBWES and other sites, our analysis focuses
on only the CBWES location.

As the wind power is dependent on the wind speed within certain ranges, we explore
the changes in the frequency of occurrence of the 80-m wind speed (at the CBWES site)
in three categories, namely 0–3 m s−1, 3–13 m s−1, and 13–25 m s−1 based on the cut-in,
rated, and cut-out wind speeds of a typical wind turbine, respectively (Fig. 12). It should
be noted that situations in which the wind speed is larger than the cut-out speed are not
observed in our one-month study period. Our results show that for larger B1—smaller TKE
dissipation rate, the frequencies of wind speeds in the categories of 3–13 m s−1 and 13–
25 m s−1 are markedly increased and reduced, respectively, which implies a reduction in the
simulated wind resource. A larger value of Pr reduces the frequency of wind speeds in the
range of 13–25 m s−1, increases the frequency of wind speeds in the range of 0–3 m s−1,
and causes a very small change in the frequency of wind speeds between 3 and 13 m s−1.
This indicates not only a reduction in the simulated wind resource, but also an increase in
the frequency of periods with no power production. The effects of larger α5 are similar to
those of smaller B1, and the impact of β on nighttime wind speed is small, as mentioned
earlier.
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When the surface roughness is enhanced by increasing z f , the frequency of occurrence
for wind speeds ranging from 0–3 m s−1 and 13–25 m s−1 is decreased, but increased for
wind speeds between 3–13 m s−1, indicating the reduced occurrences of both extremely low
and high wind speeds. With increasing k, the occurrence of wind speed in the range 13–25
m s−1 is shifted into the range of 3–13 m s−1. This finding could be significant for forecasts
of wind-power production given that power is very sensitive to small changes in wind speed
within the 3–13 m s−1 range, and plateaus once a wind speed of 13 m s−1 is reached.

3.2 Vertical Profiles of Wind Speed at the CBWES Site

The vertical profiles of wind speed and the altitude of the nose of the low-level jet (which we
have loosely defined as the height, up to 1500 m, at which the maximum wind speed occurs)
are analyzed to better understand the evolution of the profile of wind speed. The daytime
and nighttime variability of the vertical profile of wind speed at CBWES is shown in Fig. 13.
At night, a low-level jet is frequently observed over the site. The WRF model also produces
a low-level jet over the CBWES study area, which is consistent with results presented by
Yang et al. (2013). The simulations, however, fail to capture the increase in wind speed at
an altitude of approximately 300 m at night, which is potentially related to the stretching of
the vertical grid spacing and/or the relatively coarse horizontal resolution. In addition, errors
could result from biases in the parameter values as they can strongly affect the profile of wind
speed (discussed later). Figure 14 shows the diurnal cycle of the wind speed profile above the
CBWES site in response to changes in different parameters, along with the ensemble mean
fields (contour lines). Because the response of wind speed to the input parameters tends to
be monotonic (Fig. 11), the responses of the vertical profile of wind speed to changes in the
PBL and surface-layer parameters are summarized as the difference between bin8 and bin1
for each parameter (as defined in Sect. 3.1.2). In contrast to daytime conditions, the mean

(a) (b)

Fig. 13 Vertical profile of observedwind speed (black dots) and simulatedmean of simulations with perturbed
PBL parameters (blue lines) during daytime (a) and nighttime (b) at the CBWES field site. Black whiskers
denote means ± σ for the observations at each altitude, where σ is the standard deviation (across days) of
observed wind speed
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(a) (b) (c)

(d) (e) (f)

Fig. 14 Diurnal vertical distributions of responses (bin8-bin1 differences, see Sect. 3.1.2) of wind speed
(m s−1) at the CBWES field site to the six influential parameters in the PBL and surface-layer schemes. The
simulation ensemble means of wind speed (m s−1) in each ensemble are indicated by contours and numbers
in the white boxes

wind speed during nighttime is much larger within the lowest 500 m of the atmosphere and is
associatedwithmore intensewind shear, which is due in part to the acceleration of hub-height
flow by the decoupling of the surface and air aloft. The maximum wind speed at night is
around 10 m s−1 for heights ranging from 100–200 m above the surface, which is similar to
the observations (Fig. 13b). Our results show that the vertical profile of the simulated wind
speed can be altered by modifying the parameters in the PBL and surface-layer schemes. The
largest differences (colours in Fig. 14) are frequently found to occur at altitudes that span the
rotor diameter. During daytime, increasing B1 leads to larger wind speeds near the surface
but smaller wind speeds in the layer above. The figure also highlights the importance of B1

over the depth of the convective boundary layer (as indicated by the blue colours in panel a).
At night, wind speeds are decreased below, and increased above, the nose of a low-level jet.

When Pr is increased, the nighttime wind speed is significantly reduced, especially for
altitudes around the jet nose (i.e., 100–300 m above the surface). The situation is reversed
in the afternoon, when wind speeds are found to increase within the lowest 1000 m above
the surface for larger Pr. As mentioned previously, larger α5 leads to a larger low-level
wind speed at night, especially within the lowest 200 m, while the impact of changing α5 is
negligible during daytime. Increasing β causes weaker daytime wind speeds below 1500 m
except for near the surface. Larger wind speeds can be found during nighttimewith increasing
β. The impacts of parameters z f and k are similar to each other, and increasing z f or k causes
decreased wind speeds at low altitudes during nighttime and within the daytime convective
boundary layer . Similar results of changes in the vertical profile of wind speed in response to
varying the parameters are found at the three other sites (figure not shown). These responses
are associated with changes in turbulent mixing induced by the perturbations of parameter
values and are discussed more thoroughly in Sect. 3.3.

The results shown in Figs. 13 and 14 indicate that the simulated vertical profile of wind
speed can be adjusted to better match the observations by parameter tuning. For example,
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using relatively small values of B1 or β can reduce the negative biases in the model-ensemble
mean wind speeds below 700 m (except for near the surface) during daytime, while using
small values of z f or k can improve the simulated wind speeds in layers both near the surface
and aloft. During nighttime, the simulated profile of wind speed can be improved by using
small (large) values of Pr(α5), while using small values of B1 can produce more agreement
with measurement below 200 m but degraded model performance above an altitude of 400
m.

3.3 Turbulent Mixing

The simulatedwind fields aremainly affected by parameters via their impacts on the temporal
evolution of features of the PBL turbulence. Figure 15 presents time-height cross-sections
of the response of the exchange coefficient for momentum to different parameters at the
CBWES site. It shows that larger values of B1 (i.e., smaller dissipation rates of TKE) lead
to larger amounts of momentum exchange (Fig. 15a) that are associated with larger TKE
values (not shown) during daytime. Because of stronger mixing in the convective daytime
PBL, air parcels with large amounts of momentum are transported downwards towards the
surface, inducing larger near-surface wind speeds and smaller wind speeds aloft (Fig. 15a).
After sunset, because of a decrease in the turbulent mixing associated with larger values of
B1, the surface and layers aloft become quickly decoupled, causing a rapid acceleration of
flow above 200 m. Increasing the value of Pr causes weaker vertical transport of heat and less
mixing during daytime (Fig. 15b), leading to a weaker diurnal variation of TKE and therefore
less acceleration of the wind flow after sunset when the decoupling occurs. Increasing the
value of α5 produces a smaller turbulent length scale at night leading to weaker vertical
mixing (Eqs. 8 and 10 in Online Resource 1) and larger low-level wind speeds except at the
10-m height (Fig. 14). Larger values of β increase the turbulent length scale and enhance
the vertical mixing during daytime, causing larger wind speeds near the surface and lower

(a) (b) (c)

(d) (e) (f)

Fig. 15 Diurnal vertical distributions of responses (bin8-bin1 difference) of the vertical exchange coefficient
for momentum (m2 s−1) to different parameters at CBWES
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wind speeds aloft. With larger values of z f , the vertical mixing rate is reduced because of
decreased wind speeds associated with increased surface roughness. Similar to β, larger
values of k increase the turbulent length scale leading to enhanced vertical mixing during
daytime. However, larger values of k also lead to increases in the exchange coefficient for
momentum at the surface (e.g. Jiménez et al. 2012), causing reduced wind speeds in layers
both near the surface and aloft, which is different to the impacts of β.

4 Summary

We evaluated the sensitivity of WRF-simulated turbine-height wind speeds to a number of
parameters usedwithin the PBL and surface-layer parametrization schemes for a domainwith
complex terrain. An efficient sampling algorithm is used to explore the multiple-dimensional
parameter space, and a surrogate model is used to quantify the parametric sensitivity of
simulated turbine-height wind speeds. The parameter impacts on the simulated wind shear
and turbulence within the PBL are also examined. The results show that perturbing the PBL
and surface-layer parameters can have significant impacts on the simulated hub-height wind
speed, which in turn leads to a large spread in the predicted wind power. The generalized
linear model analysis of the entire study domain indicates that more than 60% of the variance
in the ensemble of simulations are contributed by only six parameters, specifically those
related to the TKE dissipation rate, the turbulent Prandtl number, the turbulent length scales
in the MYNN PBL scheme, and the surface roughness and von Kármán constant in the
revised MM5 surface-layer scheme. The relative contributions of different parameters to
total variance are found to be dependent on the terrain slope and stabilities. For example,
the turbulent length-scale parameters are generally more important over flat regions where
the atmosphere is usually unstable during daytime, and the surface roughness parameter
plays more important roles over mountainous areas that also have generally taller and greater
coverage of vegetation.

The simulated wind speeds at the CBWES site are explored in detail and compared to
observations. The parameter related to the TKE dissipation rate is found to be themost impor-
tant as it regulates the diurnal evolution of TKE and vertical mixing in the PBL. Increasing
the dissipation rate of TKE induces larger hub-height wind speeds, which are favorable for
power production. A larger turbulent Prandtl number results in smaller 80-m wind speeds
during night, leading to smaller power production as well as an increase in the frequency
of wind speed below the turbine cut-in speed. Increasing surface roughness reduces the fre-
quencies of both extremely small and large wind speeds, implying a smaller variability in the
hub-height wind speed and more stable power production. Although a single combination
of schemes is investigated here, the analyses (e.g. the impact of length-scale parameters on
wind speeds) may be transferable to other TKE-based schemes given that the physical under-
pinnings (e.g. the relationship between turbulent mixing and length scales) are also bases for
the parametrization schemes. However, the relative importance of individual parameters can
be different due to the differences in the detailed representations within different schemes.
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