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ABSTRACT: There is overwhelming evidence that certain ions are present near the liquid−vapor
interface of aqueous salt solutions. Despite their importance in many chemical reactive
phenomena, how ion−ion interactions are affected by interfaces and their influence on kinetic
processes is not well understood. We carried out molecular simulations to examine the
thermodynamics and kinetics of small alkali halide ions in the bulk and near the water liquid−vapor
interface. We calculated dissociation rates using classical transition-state theory and corrected them
with transmission coefficients determined by the reactive flux method and Grote−Hynes theory.
Our results show that in addition to affecting the free energy of ions in solution, the interfacial
environments significantly influence the kinetics of ion pairing. Results on the relaxation time
obtained using the reactive flux method and Grote−Hynes theory present an unequivocal picture
that the interface suppresses ion dissociation.

1. INTRODUCTION
The thermodynamics and kinetics of ion pairings at interfaces
are fundamental processes encountered in a wide range of
physical and chemical systems.1−3 The structure and stability of
large molecules and membranes depend on the interfacial
distribution of ions and counterions. Moreover, the ion
transport mechanism can be an important factor in atmospheric
processes, such as molecular uptake at the liquid−air interface.4
It is also of importance in environmental problems, such as the
interaction of contaminated organic solvents in groundwater
and separation chemistry performed in binary solvent systems.5

Considerable progress has been made in understanding the
equilibrium and dynamical properties of ion pairings at liquid
interfaces. This includes the work of Schweighofer and
Benjamin on the thermodynamics and dynamics of NaCl
dissociation at the water−1,2-dichloroethane liquid−liquid
interface using a variety of statistical mechanical tools, such as
the continuum electrostatic model, molecular dynamics free
energy calculations, and nonequilibrium dynamic trajectory
calculations.6 Their results indicated that the dissociation of the
ion pair at the interface involves a simultaneous transfer of both
ions into the aqueous side of the interface. In addition, they
found that faster transfer of sodium ions (Na+) than chloride
ions (Cl−) influences the length of time the ion pair spends at
the interface. Wick reported a study on the NaCl dissociation
rate both in the aqueous bulk and at the air−water interface
using the transition path sampling formalism with a polarizable
force field. A dissociation rate that was considerably slower at
the interface than that in the bulk was found.7 Garde and co-
workers used molecular simulations to show that the potentials
of mean force (PMFs) between small ions change character
dramatically near the water vapor−liquid interface. Specifically,

the water-mediated attraction between oppositely charged ions
is enhanced relative to that in bulk water. Moreover, they
showed that the thermodynamics of ion association are
governed by a delicate balance of ion hydration, interfacial
tension, and restriction of capillary fluctuations at the interface,
leading to nonintuitive phenomena such as water-mediated,
like-charge attraction.8 Interfacial ion pairing has recently been
investigated via second-harmonic generation experiments by
Saykally and co-workers using different kinetic models.9 They
provided insight into how ion pairing influenced anion behavior
at the interface, finding that unusually strong surface adsorption
is possible at low concentrations. X-ray reflectivity experiments
reported by Schlossman and co-workers have shown that the
enhancement of ion density near the interface coupled with the
effect of capillary waves may lead to layering of erbium chloride
at the air−water interface.10 Allen and co-workers carried out
surface-sensitive conventional vibrational sum frequency
generation and heterodyne-detected spectroscopy studies on
the small alkali halide salt at the water liquid−vapor interface.
Among other findings, they found that in the conventional
VSFG spectra LiCl and NH4Cl significantly perturb the
hydrogen-bonding network of water. In addition, the direction
of the electric field suggests that Cl− ions are always located
above the counter cations, even in the case of NH4Cl salt
solution.11

The main goal of our work, in addition to studying ion−ion
PMFs, is to provide detailed kinetic properties of ion pairings at
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the liquid−vapor interface of water using a variety of rate
theory approaches. Moreover, we will determine how the
inclusion of polarizable interactions influences the differences
that arise at the interface versus bulk. Subsequently, our studies
will be expanded to other interfaces, such as liquid−liquid
interfaces. Knowledge of free energy profiles and rate theory
evaluations is important for understanding a wide range of
physical and chemical phenomena for ion solvation and pairing.
These also provide a challenging test of the accuracy of the
predictive information derived from force field models. Our
work is distinguished from earlier contributions by the
methodology and the extent to which we have exploited rate
theory approaches including classical transition-state theory
(TST),12 the reactive flux (RF) formalism,13 and Grote−Hynes
(GH) theory.14 In addition, (1) polarization effects are
explicitly included in the potential models and compared with
nonpolarizable models, (2) solvent response at the interface
and in the bulk are evaluated using a variety of classical rate
theory approaches, and (3) the dissociation lifetimes for the ion
pair are computed and compared for different potential models
and theories. The remainder of this paper is organized as
follows. In section 2, we describe the potential models and
simulation methods used. Results and discussion are presented
in section 3, and our conclusions are provided in section 4.

2. POTENTIAL MODELS, SIMULATIONS, AND
METHODS

For water−water interactions, we employed the Dang−Chang
polarizable water model,15 and ion parameters for Na+ and Cl−

were taken from our previous work.16 Our Dang−Chang model
provides a reasonable surface tension value of 61 dyn/cm and a
computed surface potential value of −0.50 ± 0.01 V, which lies
within the experimental range of −1.1 to 0.5 ± 0.01 V. These
computed values are also compared well with the best potential
models available in the literature. Our Dang−Chang model has
also been used to study the interfacial thermodynamic
properties of NaCl solutions, and good results were obtained
from these studies. In Figure 1, we show a schematic
description of the NaCl−H2O systems under study. In this
figure, both Cl− and Na+ ions are located in the bulk in the left
panel, and both Cl− and Na+ are located at the Gibbs dividing
surface in the right panel. Equation 1 was used to calculate the

ion−ion mean force as an average over the different solvent
configurations17

= ⟨ ⃗ · ⃗ − ⃗ ⟩F r r F F( )
1
2

( )u A B (1)

In this expression, FA and FB are the forces acting on the ions.
The term ru⃗, which is a unit vector along the A−B direction, is
defined as

⃗ = ⃗ | − |r r r r/u AB A B (2)

The PMF, W(r), is calculated as

∫= − ⟨ ⟩W r F r r( ) ( ) d
r

r

o

s

(3)

We evaluated PMFs as a function of the separation in Na+−
Cl−, with the distance between them incremented by 0.1 Å. At
each separation, the average F(r) was determined from a 2 ns
simulation time, preceded by a 500 ps equilibration period. The
uncertainties on the PMFs were ±0.05 kcal/mol, as estimated
by determining the force averaged over four equally spaced
time windows during the production. The systems investigated
consisted of one Na+−Cl− ion pair in 700 water molecules. The
position of the ion pair with respect the system center of mass
was fixed by removing the forces and velocities acting on their
center masses in the direction perpendicular to the interface. All
simulations were performed using a modified version of
Amber9.18 We employed the NVT ensemble at 300 K and
the Berendsen thermostat19 to control the temperature with
periodic boundary conditions applied in all three directions
with a time step of 2 fs. The Ewald summation technique was
used to handle long-range electrostatic interactions,20 and the
SHAKE21 algorithm was used to fix the internal water
geometry.

3. RESULTS AND DISCUSSIONS
3.A. Kinetics of Interfacial Ion Pairing with Polarizable

Models. We begin this section by presenting results on the
kinetic properties of NaCl ion pair formation at the interface
and in the bulk and then continue with the rate theory results
determined using the RF and GH methods. We end this section
with a comparison of results obtained using the different rate
theory methods, along with a description of their solvation
structures. Figure 2 shows the computed PMF plots as a
function of NaCl separation at the interface and in the bulk for
the polarizable model. Although the shapes for both of the
PMFs are quite similar, the details of the barriers are different,
which may result in dissimilarities in the kinetics of ion paring.
From Figure 2, it is clear that the PMF at the interface has a
deeper minimum at the contact ion pair and a larger barrier
height to dissociate compared to the corresponding bulk PMF
results. This demonstrates that the interfacial ion pair is more
strongly associated at the interface, which can be attributed to
the rearrangement of the interfacial water hydrogen networks
to accommodate the ion pair at the interface. Moreover, it is
well-known that Cl− has a larger induced dipole at the
interface,22 which should further strengthen NaCl pairing at the
interface. Another interesting aspect of the PMF is that the
solvent-separated ion pair probability (its free energy is lower
near 4.5 Å) is slightly enhanced at the interface with respect to
the bulk. Overall, this shows that ions are more likely to not just
be paired but to be paired within their first two solvation shells
near the interface. The free energy barriers for the ion pair

Figure 1. Schematic description of the NaCl−H2O system under
study. The left panel is for the ion pair in the bulk region, and the right
panel is for the ion pair at the Gibbs dividing surface. The reduced
amount of solute−solvent coupling at the surface is evident from the
figure.
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dissociation are found to be about 3.0 and 2.0 kcal/mol for the
interfacial and bulk ion pairs, respectively.
For a given PMF, the rate constant for the dissociation

process can be computed using TST as follows12

∫πμ
=

* β

β

− *

* −
k

k T r

r r2
( ) e

e d

W r

r W r

TST b
2 ( )

0
2 ( )

(4)

where r* is defined as the position of the barrier top, μ is the
ion−water reduced mass, kb is the Boltzmann constant, and T is
the temperature. The computed rate constants from the PMFs
using TST are determined to be 0.28 and 0.07 ps−1 for the bulk
and interface, respectively. These results show that the 1.0 kcal/
mol higher barrier for dissociation at the interface has a major
effect on the dissociation rate. These results are summarized in
Table 1.

The RF method and GH theory approaches provide a
transmission coefficient, κ, to correct the TST. In the RF
method, the transmission coefficient, κRF, is extracted from the
plateau value of the time-dependent transmission coefficient as
calculated using eq 5

κ
δ θ

δ θ
=

· ̂ − * − *

· ̂ − * · ̂
t

v r r r r t r

v r r r v r
( )

( ) ( ) ( ( ) )

( ) ( ) ( )RF
c

c (5)

The term v·r ̂ represents the initial ion−ion velocity, and θ(v·r)̂
is the Heaviside function to account for only positive velocities.
The subscript c means that the initial configurations have been
generated in the constrained reaction coordinate ensemble. We
performed the RF method using the NVE ensemble with the
initial configurations generated from the NVT ensemble.
Hence, our computed transmission coefficients are not affected
adversely by thermostatting. In Figure 3, we present the

computed time-dependent κ(t) for both ion pair locations using
the RF method. The transmission coefficients, κRF, are 0.14 and
0.25. We observed that the plateaus of the transmission
coefficient curves are very flat after 1.5 ps, and we also noticed
that the transmission coefficients decrease from the interface to
the bulk. Our results show that in addition to affecting the free
energy of solvation, moving ion pairs from the bulk to the
surface should significantly influence the kinetics of ion pairing.
In Table 1, we present the rate constant results obtained using
TST and the transmission coefficient obtained by the RF
method, κRF. The product of κRF and kTST gives the corrected
rate constant. Taking the inverse of the rate constant gives the
relaxation time for the reaction. We found that the relaxation
times increased from 26 to 57 ps when the ion pair was at the
interface in comparison to the bulk. These results confirm that
the interface has a significant impact on the kinetics of ion
pairing for models with polarizable interactions.
We were also interested in using GH theory to calculate a

transmission coefficient, κGH, to compare with the RF results.
To accomplish this task, we computed the friction kernel using
the trajectories at the PMF barrier

ζ
μ

= ⟨ * · * ⟩t
k T

R t r R r( )
1

( , ) (0, )
b (6)

= − ⟨ ⟩R t r F t r F t r( , ) ( , ) ( , ) (7)

The term r* is the position of the barrier maximum, μ is the
reduced mass, kb is the Boltzmann constant, and T is the
temperature. The transmission coefficient from GH theory,
κGH, can be expressed as17

∫κ κ ζ
ω

= + ω κ
∞

−
−⎛

⎝⎜
⎞
⎠⎟t

t
d

( )
e t

GH GH
0 b

1

b GH

(8)

The GH theory transmission coefficient involves the
frequency component of the time-dependent friction
coefficient,ζ(t), at the Laplace frequency, ωbκGH, relevant in
the barrier region. The term ωb is the barrier frequency
obtained by fitting the PMF in the barrier region to an inverted
parabola. As for the case of GH theory, we carried out multiple
2 ns, NVT ensemble simulations with different initial
configurations. The final kernel friction was obtained from
the average of these runs. In Figure 4, we show plots of

Figure 2. Computed PMFs for the NaCl ion pair in the bulk and at the
interface. This is consistent with the fact that the surface is less
effective at screening stabilization of the ion pair (polarizable model).
The inset shows the invert parabolic fits (red color) to the barrier for
the interfacial ion pair.

Table 1. Free Energy Barrier for Dissociation (PMF) and
Rate Theory Results, Polarizable Model

PMF/kcal/mol kTST/ps κRF κGH

bulk 2.00 0.28 0.14 0.18
interface 2.80 0.07 0.25 0.33

Figure 3. Computed κ(t) using the RF method for the NaCl ion pair
in the bulk and at the Gibbs dividing surface. The enhancement of the
rate for the surface is due to reduced coupling to the solvent. The time
scale of the response appears to be the same (polarizable model).
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unnormalized, time-dependent friction kernels of the ion pair at
the interface and in bulk water for comparison. In all cases,
there are two distinct decay time scales that show first an initial
rapid decay, lasting for about 0.1 ps, and then a longer time
decay that lasts for a few picoseconds. The oscillating
characteristic of ζ(t) is reflected in the magnitude of the
barrier heights shown in the computed PMFs. For instance, the
larger barrier heights correspond to the deeper well-depth in
the ζ(t). We calculated a barrier frequency, ωb, of 76.4−88.1
cm−1 for the bulk and interfacial ion pairs, respectively. The
computed transmission coefficients using GH theory are given
in Table 2. Using the rate constants from TST, correcting them

with the transmission coefficient, and taking their inverse, the
relaxation time can be calculated. The bulk and interfacial ion
pairs had relaxation times of 18 and 39 ps, respectively. These
are somewhat lower than the times calculated from the RF
method, but they are consistent. Results for the relaxation times
obtained from the RF method and GH theory unequivocally
show that the interface suppresses ion dissociation.
3.B. Kinetics of Interfacial Ion Pairing with Non-

polarizable Models in Comparison with Polarizable
Models. To better understand the specific role that polar-
izability plays in dissociation kinetics, we carried out similar
calculations using nonpolarizable models. For these calcu-
lations, we employed the Tip4P-Ew water model, and the ion
parameters were derived to reproduce many experimental
properties.23 In Figure 5, we present the computed PMF plots
for the interfacial ion pair and the bulk ion pair for the
nonpolarizable models. Similar to the polarizable models, there
is a deeper free energy minimum at the contact ion pair
(around r = 3 Å). However, the barrier heights for dissociation
are very similar at the interface and the bulk (i.e., about 2.0
kcal/mol). This result is in contrast with the results obtained
from the corresponding PMF that used polarizable models

mentioned above. Also, the free energy at the solvent-separated
ion pair is significantly different at the interface than in the bulk,
with the surface results being more than 0.5 kcal/mol more
negative in free energy at a distance of around 4.8 Å than the
bulk value. This is greater than the difference observed in
Figure 2 for the polarizable model. Overall, it seems that the
interface stabilizes the contact ion pair for both models, while
the nonpolarizable model provides slightly less, but still a
significant degree of, stabilization of the solvent-separated ion
pair due to the interface.
The computed rate constants from the PMFs shown in

Figure 5 using TST (eq 4) were found to be 0.23 and 0.27 ps−1

in the bulk and interface, respectively (see Table 2). Comparing
these rate constants with the bulk rate constant for the
polarizable model of 0.28 ps−1 shows a similar, albeit slightly
lower, value. This is consistent with what was found for the
effect of polarizability on water diffusivity, which found that
polarizable models yielded faster dynamics.24 Of significant
interest is the finding that the interface has slightly faster
dissociation dynamics than the bulk for the nonpolarizable
model, which is in sharp contrast with the polarizable model.
For the polarizable model, the rate constant was four times
higher in the bulk than that at the interface, which is consistent
with the much higher barrier for NaCl dissociation at the
interface when compared to the barrier height in the bulk.
The transmission coefficients were computed for the

nonpolarizable model in the bulk and at the interface using
both the RF method and GH theory. Figure 6 shows
transmission coefficients using RF (eq 5) as a function of
time in the bulk and at the interface. Both of them approach
0.2, with the bulk and interfacial values nearly identical after 2
ps. The values arrived at these are given in Table 2 and are very
close. Again, this is in contrast with the results from use of the
polarizable model, which had a much higher transmission
coefficient at the interface than in the bulk, indicating a
different dissociation mechanism.
The friction kernel calculated via eq 7 as a function of time

for the nonpolarizable model in the bulk and at the interface is
given in Figure 7. The kernel has much more structure for
interfacial NaCl in comparison with the bulk, showing many

Figure 4. Computed friction kernel, ζ(t), used in both GH theory and
GLE dynamics for the NaCl ion pair in the bulk and at the Gibbs
dividing surface. The ringing at short time is less damped for the
surface case, consistent with reduced coupling with the solvent
(polarizable model).

Table 2. Free Energy Barrier for Dissociation (PMF) and
Rate Theory Results, Nonpolarizable Model

PMF/kcal/mol kTST/ps κRF κGH

bulk 2.00 0.23 0.17 0.16
interface 2.00 0.27 0.18 0.28

Figure 5. Computed PMFs for the NaCl ion pair in the bulk and at the
Gibbs dividing surface using the nonpolarizable model. The qualitative
behavior is similar to that of the polarizable model. The barrier heights
to dissociation for the bulk and surface cases are the same for this
model, in contrast to the polarizable model. The inset shows the invert
parabolic fits (red color) to the barrier for the interfacial ion pair.
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more oscillations at shorter times. This is consistent with how
the interface and bulk compared for the polarizable model,
except that the nonpolarizable friction kernel at the interface
has the most structure of all. Eventually, the kernel at the
interface approaches a value that is lower than the value found
in the bulk, while the friction kernels for the polarizable models
were similar at the interface and bulk. We calculated barrier
frequencies, ωb, of 75.9−79.6 cm−1 for the bulk and interfacial
ion pairs, respectively. These frequencies are used when
calculating the GH transmission coefficients using eq 8. The
values determined for the nonpolarizable model at the interface
and bulk are given in Table 2. The GH transmission coefficient
is higher at the interface than that in the bulk, which is
consistent with what we found for the polarizable model. In
Table 3, we provide a summary of the dissociation lifetimes of a
NaCl pairing using a variety of rate theory approaches and
potential models.
Comparing the RF and GH transmission coefficients for both

models provides interesting insights. The values for the bulk are
consistent between the two theories, showing that GH may be a
good approach for understanding kinetics in the bulk. At the

interface, however, the GH transmission coefficient is over-
predicted in comparison with the RF value by around 0.1 for
both polarizable and nonpolarizable models. This suggests that
the interface itself adds additional complications that may limit
GH theory. A consequence of capillary waves is that even if a
molecule is at the Gibbs dividing surface, its local structure
fluctuates from a partially solvated (i.e., with fewer water
molecules surrounding it) to more fully solvated one. This and
potentially other complications provide a challenge in kinetic
analyses.

3.C. Generalized Langevin Equation Dynamics. GH
theory rate estimates are limited because the barrier is
represented by a harmonic approximation and linear response
of the solvent is represented by the friction kernel. To
understand the consequences of the harmonic approximation,
we explore detailed Generalized Langevin Equation (GLE)
dynamics associated with this system.25−27 Given the computed
PMFs and the friction kernel, it is instructive to consider the
dynamics of the GLE.

∫μ μ ζ= −∂ − ′ − ′ ′ +
t

r t W r t t t
t

r t R t
d

d
( ) ( ) d ( )

d
d

( ) ( )
t2

2 r
0

(9)

Corresponding to each of the four cases (i.e., polarizable and
nonpolarizable and surface and bulk systems), the friction was
fit to the cosine expansion

∑ζ ω ω=
=

t c t( ) cos( )
i

N

i i i
1

2 2

(10)

with a uniform distribution of frequencies, ω = −π j(2 1)j tc
, N

= 100, and tc= 4.838 ps. An effective Hamiltonian can be
constructed as follows

∑
μ μ

μω= + + + − − *
=

H
p

W r
p

x c r r
2

( )
2

1
2

( ( ))
i

N
xi

i i i
r

2

1

2
2 2

(11)

by linearly coupling bath coordinates, xi, and the relative
motion through coefficients ci. It is established that initial
conditions drawn from a canonical distribution and canonical
dynamics from the Hamiltonian generate an ensemble of
classical dynamics that are equivalent to the GLE dynamics for
time scales less than the recurrence time, tc. It is instructive to
look at the fitted spectral density represented by∑i=1

N ωiciδ(ω −
ωi). In Figure 8, we compare the four cases. Here we find extra
coupling for the surface systems at higher frequencies (200
cm−1), with reduced coupling at lower frequencies (80 cm−1).
The barrier frequency overlaps with the lower-frequency range.
Consequently, we expect that the rate process will be less
impeded and faster for the surface cases when compared to the
bulk. The details of this will be explored by calculating the
transmission coefficient and reactive force correlation functions
corresponding to GLE dynamics.

Figure 6. Computed κ(t) for the NaCl ion pair in the bulk and at the
Gibbs dividing surface. For this potential, the solvent coupling to the
reactive motion appears to be the same (nonpolarizable model).

Figure 7. Computed friction kernel, ζ(t), for the NaCl ion pair in the
bulk and at the Gibbs dividing surface. Although the long time scale
response is different for the bulk and surface cases, the response that is
responsible for the reactive motion is similar. Extra ringing in the
surface case corresponds to response that is not coupled to the reactive
motion (nonpolarizable model).

Table 3. Dissociation Lifetime: Comparison between
Polarizable and Nonpolarizable Models

τRF, ps τGH, ps

interface/pol 57 43
interface/pair 21 13
bulk/pol 26 20
bulk/pair 26 27
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For each of the four cases, we launched dynamics from the
dividing surface r = r* and constructed the reactive force
correlation function scaled by the TST rate constant, κ(t).

These results are labeled as GLE in the curves shown in Figure
9. For comparison, results from the RF simulation are included.
For all four cases, the dynamics from the GLE quantitatively
recover that from the RF simulation for times less than 0.3 ps.
In each of these cases, we plot the GH estimate, κGH. We find
that the GH estimate is in good agreement with κ(t) at this
point, where short time scale recrossings can be accounted for
through rotation of the dividing surface including both degrees
of freedom. Any deviations are the result of anharmonic effects.
The influence of longer time scale recrossings is not recovered
by the GLE dynamics.
As a consistent check, it is possible to launch dynamics from

the rotated “GH” surface, the surface where TST is exact (no
recrossings for a harmonic system). The resulting κ(t)
corresponding to this case is labeled by “Rotated Surface
GLE” in Figure 9. These results are constant until the transition
between short time behavior and long time behavior (∼0.3 ps),
where additional recrossings take over, becoming consistent
with the GLE simulations from the r = r* dividing surface.
(Deviations are associated with anharmonicity.) It appears that
the linear coupling represented by GLE dynamics does not
quantitatively recover the response of the full system at these
longer time scales. It will be the challenge of future work to
develop a reduced model, perhaps invoking alternative
collective variables (reaction coordinates) that more effectively
take into account this longer time scale response.

Figure 8. Spectral densities derived from the Fourier transform of the
friction kernel, ζ(t). Notice the additional coupling associated with
surface cases at higher frequencies (200 cm−1). In the frequency range
that couples to the reactive motion (80 cm−1), the surface cases exhibit
smaller coupling and a faster rate constant.

Figure 9. Comparison of the reactive force correlation function for dynamical models. There is complete consistency at short time scales. Linear
response and harmonic theories recover the quantitative behavior. Long time GLE behavior is consistent with a rotated dividing surface. GLE
dynamics does not completely recover the full simulation response.
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3.D. Comparison of Water Structure around Ions. To
further understand the differences in the structure of water
around the ion pair at the interface and in the bulk, we
computed the probability distribution for the number of water
molecules around Cl− for the contact ion pair. This distribution
specifically represents the number of water molecules within
the first solvation shell of Cl−, defined as when a water oxygen
is within 3.7 Å of the Cl− atom. The results are presented in
Figure 10. The first observation is that there is a similar shape
to the water distribution around Cl− in the bulk for both types
of models, but more water molecules are surrounding the
nonpolarizable model (an average of one more). At the
interface, the number of water molecules surrounding each ion
is reduced with respect to the bulk. For the nonpolarizable
model, the peak width for the distribution appears to be similar
at the bulk and interface, with its peak shifted to lower values.
For the polarizable model, however, the peak is not only
shifted; it is sharper in comparison with the peak in the bulk.
This signals a tighter distribution for the number of water
molecules surrounding it at the interface.
Figure 11 shows the distribution of water molecules around

the Cl− ion in the bulk and at the interface for the polarizable
and nonpolarizable models at the transition state for NaCl
dissociation. The number of water molecules surrounding each
atom increases with respect to the contact ion pair, with the
bulk distribution peaking at six for the polarizable model and

ranging from six to seven for the nonpolarizable model. At the
interface, both the polarizable and nonpolarizable Cl− ions have
sharper peaks that are shifted lower. It appears that the impact
of the interface on the structure surrounding the Cl− ions is
similar for both models. This also is evident when comparing
the GH results for the two types of models. The value of κGH is
approximately 1.8 times higher at the interface than that in the
bulk for both models, which is consistent with a similar change
in water structure near the transition state. However, the RF
transmission coefficients in the bulk and at the interface are
nearly identical to those for the nonpolarizable model but
significantly higher at the interface for the polarizable model.
This shows that both the contact ion pair and transition state
structure may be important in elucidating the factors that
influence ion dissociation.

4. CONCLUSIONS

Despite their importance in many physical phenomena, the
impact of interfaces on the kinetics of ion dissociation and
pairing, including the impact of polarizable interactions, is not
well understood. To address this problem, we carried out a
study of the thermodynamics and kinetics of small alkali halide
ions in the bulk and near the water vapor−liquid interface.
Dissociation rates using classical TST were calculated, and they
were weighted with transmission coefficients determined by the
RF method and GH theory. We found that ion dissociation is

Figure 10. Probability distribution for the number of water molecules around the Cl− ion while NaCl is at the contact ion pair. The left panel is for
the polarizable model, while the right is the nonpolarizable one.

Figure 11. Probability distribution for the number of water molecules around the Cl− ion while NaCl is at the transition state for dissociation. The
left panel is for the polarizable model, while the right is the nonpolarizable one.
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significantly slower at the interface than that in the bulk, but
this was only observed with the inclusion of polarizability in the
model. Moreover, our results showed that GH theory gave
similar results as the RF approach for bulk ion dissociation.
However, for interfacial dissociation, GH theory overestimated
the transmission coefficient. In general, fewer water molecules
were found to be solvated with the Cl− ion at the interface than
in the bulk, and the polarizable model had, on average, one less
water molecule within its first solvation shell than the
nonpolarizable model. These new findings provide a significant
basis for future research using different approaches and
techniques. Our future work along this line will include the
classical rate theory study of acid dissociation near the water
liquid−vapor interface and a comparison of our results with the
results of density functional theory-based molecular dynamics
simulations by Baer et al.28

In addition, we investigated the consequences of a reduced
model that simulates the system dynamics, a GLE framework
that incorporates the PMF and friction kernel of the full system.
In the current work, we explored the dynamics in the ion−ion
distance, r. In future work, we will extend the analysis to include
coordination number dependence as a dynamic variable.29 This
approach represents the solvent coupling to the solute motion
through linear coupling determined from linear response,
characterized by the force fluctuations of the reactive motion.
We found that a majority of short time recrossings are
effectively described by such a framework, as well as the
harmonic approximation intrinsic to GH theory. This theory
overestimates dynamical recrossings, deviations from TST in
the motion at longer time scales. Perhaps the solvent coupling
near the transition state is too strong compared to that at later
stages of dynamics, or perhaps the dominant collective motions
differ in nature. These questions will motivate further
investigations.
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