
Artificial Intelligence/Machine 
Learning Approaches to 

Improve Permitting Outcomes 
and Efficiency

Dr. Sai Munikoti
Co-PI, Policy AI

PNNL-SA-198043



2

Overview

§ Generative AI in Environmental 
Review and Permitting Process

§ Technical Use Cases:
ü AI-Driven Document Search
ü AI Knowledge Assistant

§ Case Study: Public Scoping 
Comment Processing

§ AI Assurance: Towards 
Trustworthy and Explainable AI 
Systems

§ Community Outreach Events: 
Kaggle NEPA Challenge
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AI for Environment Review/Permitting Process
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Human-AI Framework
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AI-Driven Document Search

5

§ No centralized database

§ Search only based on titles

EIS

EA
CX

COMMENTS

ROD

§ Unstructured

§ Not AI ready

Data Lakehouse

§ Search based on entire body content

§ Get important fields along with search results

§ Accompanied vector database seamlessly 
connects with AI copilots



AI-Driven Document Search
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Keyword/Concept/Phrase search Compound search



AI-Driven Search and Knowledge Assistant
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Case Study: Public 
Scoping Comment 
Processing



Comment Processing
Existing Workflow
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Summary report

Draft EIS report

Tedious

Time/Resource intensive

Agency receives 
correspondence from 
various sources, such as 
online platform (e.g., 
Regulations.gov), email, 
mail, and public meetings. 

All text from each 
comment doc is manually 
bracketed into individual 
comments, tagged by 
subject matter category. 



Comment Processing
Human + AI workflow
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Agency receives 
correspondence from 
various sources, such as 
online platform (e.g., 
Regulations.gov), email, 
mail, and public meetings. 

AI bracket text from each 
comment doc into 
individual comments and 
categorize into subject 
matter categories. 

Human experts review and 
refine comment bracketing and 
categorization to ensure 
completeness and accuracy

Result after human 
review and refinement 
is sent back to the AI 
model for training to 
improve performance

AI powered by 
environmental review/
permitting knowledge 
corpus



Comment Identification/Categorization
Prompting
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PROMPT
Question + Instruction + Role + Examples

Frozen AI model

Idea of Prompting: 
manipulate your 
interaction to 
accomplish the task

PDF

Prompt
+

Prompt: This set of correspondence contains quotes that will be used to populate a NEPA scoping summary 
report. That report will be organized by resource areas (e.g., Environmental Justice, NEPA Policy, Air Quality). 
With that in mind, I need this correspondence to be broken into discrete delineated quotes by NEPA-relevant 
resource areas. If a quote does not fit any category, list that quote at the beginning under the heading “Not 
Applicable”. The content should be formatted as a table where column 1 would have a relevant section title and 
column 2 would contain the quote from the correspondence that fits in that section.



Comment Identification/Categorization
Prompting
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Successful
Instance

Specific NEPA
terms related to
hydrology, geology, 
and aging. 

Unsuccessful
instance
containing 
metadata or non-
relevant sections 



Comment Identification/Categorization
Prompting Demo
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Comment Identification/Categorization
Instruction Finetuning
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PROMPT

Question + Instruction

Finetune AI model

Idea of Instruction Tuning: 
Adapt (Train) you model to 
follow instruction

Objective: Comment identification

Data: Correspondence from three projects

Task: Sentence is comment or not

Label: Sentence level human annotation

AI Model: Llama 7B, Mistral 7B



Comment Identification/Categorization
Instruction Finetuning
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Prompt

Inference

§ Acceptable Comment/Non-Comment identification accuracy (>85%)

§ Generalize to new projects 

§ Require certain level of similarity between train and test documents



Comment Summarization
Human Oversight

Result after human 
review and 
refinement is sent 
back to the AI 
application as 
training to improve 
performance. 

The AI application 
prepares an extractive 
summary of all 
comments within each 
category to concisely 
convey the key 
concerns, questions, 
and information 
provided by the public.

Human subject 
matter experts 
review and refine 
summaries for 
accuracy and 
completeness.



Multi-Document Comment Summarization 
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Example prompt for 
summarizing scoping 
comments
The prompt requests that the AI application 
interpret and compose a concise summary of 
public comments as categorized in the first 
processing step for inclusion in a scoping 
summary report. 

The table below categorizes public scoping comments with the scoping summary 
report section name in column 1, comments in column 2, and the comment 
number in column 3. For each section, prepare a concise narrative summary of 
the key concerns, questions, and information conveyed in the comments. 

The content should be formatted as a report, with sections listed as headings in 
the order they appear in the table.

Section Title Comment Comment Number

B.1.1 Postulated Accidents Severe accidents must not be 
discounted simply because 
agency assumptions deem them 
unlikely. Plausible worst case 
scenarios mandate evaluation and 
transparent disclosure to the 
public.

38-17

B.1.2 Alternative – No-
Action

We would also ask the agency to 
consider alternatives including no 
renewal, renewal and a renewal of 
less time.

37-7

Etc. Etc. Etc.



Multi-Document Comment Summarization
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Here is the narrative summary of the public scoping comments formatted as a 
report.

B.1 Comments on the Resource Areas

B.1.1 Postulated Accidents

Comment Summary (Accidents – SAMAs): Commenters expressed concerns 
regarding accidents at the energy plant. One commenter requested that the 
plausible worst-case scenarios be disclosed to the public. Another commenter 
expressed concern about accidents releasing airborne toxins.

Comments: (38-17) (76-2)

B.1.2 Alternative – No – Action

Comment Summary: A commenter requested that the agency consider not 
renewing the operating license or consider a shorter period for operating license 
renewal for the energy plant: (37-7) (37-9) 

Comment Summary (No - Action – Decommissioning): Commenters expressed 
concerns about decommissioning including the impacts of decommissioning, 
particularly the economic impacts, costs for decommissioning, and waste 
management. 

Comments: (29-13-4) (38-25) (51-2) . . . 

Example response to 
prompt from previous 
slide
The response shows scoping summary report 
sections drafted by the AI application.



Comment Processing: Challenges & Next steps
§ Challenges

ü Variation across doc types/complexity, AI misinterpretation of context
ü Subjective comment categories due to different agency requirements and preferences, type of proposed actions, etc.

§ Ongoing work
ü Incorporate comment category identification model that accommodate agency specific needs 
ü Incorporation of advanced AI techniques : Multiple AI agents (Crew-AI)
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Example of Future Tool: AI agent brackets the comment text and provides suggested subject matter categories 

My neighbors and I live in a rural area which is hit… 
As a resident stakeholder I request an extension of the comment period for 90 days 
beyond the current deadline. The downturn of the economy has made the lack of 
access to food, to healthcare, and to job income worse. This is not the time to ask 
hard hit communities for scoping comments on the environmental impact statement.

NEPA Process Human Health
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AI Assurance: Towards 
Trustworthy and 
Explainable AI Systems
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Human-in-the-Loop Evaluation

Review/
permitting 
Knowledge

Data Sources
AI

Copilot 1

Copilot 2Prompt

Evaluate copilots for their domain Knowledge

§ Generate synthetic question-answers from NEPA documents using human-in-the loop method

§ Test Frontier LLMs (GPT-4/Claude Sonnet/Gemini 1.5 Pro) on these questions

§ Evaluate the performance of these models on this task under various experimental conditions 

Approach
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Human-in-the-Loop Evaluation

2. Prompt Design

Experts design prompt 
templates to generate 
different types of questions 
from the gold passages

3. Question-Answer Generation

Use LLM to generate several 
question-answers based on the 
designed prompts

1. Gold Passages Selection

Experts choose portions of 
EIS documents containing 
high-quality content across 
beginning, middle, and end 
sections

NEPAQUaD1.0

1548 QAs
10 Question types
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Human-in-the-Loop Evaluation

4. Response Generation

Questions, alongside 
relevant context, are 
passed to the LLMs to 
generate response. Varying 
types of context are used.NEPAQuAD1.0

5.Response Evaluation

Generated responses are 
compared with ground 
truth answer using to 
evaluate performance.

Context Input Prompt to AI model

None Question (Zero context)

PDF Question + corresponding PDF (entire document) from where Question is 
generated

Gold Passages Question + corresponding passage from where Question is generated

Silver Passages Question + passages retrieved based on semantic similarity (RAG) 

RAG is the preferred way to fuse 
NEPA knowledge into AI model 
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Community Outreach

Kaggle competition: “LLM for Environmental Review"

Dataset: NEPAQuAD1.0               

Task: Develop LLM for Question Answering

Start Date: May 15, 2024.            

End Date: June 30, 2024

Generative AI Challenge for Environmental Review 

Acknowledgement
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