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AI and LLM Primer
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AI and LLM
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U.S. Department of Education, Office of Educational Technology, Artificial Intelligence and Future of Teaching and Learning: Insights and 

Recommendations, Washington, DC, 2023.

Perspective: Human-Like Reasoning

“The theory and development of computer systems able 

to perform tasks normally requiring human intelligence 

such as, visual perception, speech recognition, learning, 

decision-making, and natural language processing.”

Perspective: An Algorithm that Pursues a Goal

“Any computational method that is made to act 

independently towards a goal based on inferences from 

theory or patterns in data.”

Perspective: Intelligence Augmentation

“Augmented intelligence is a design pattern for a human-

centered partnership model of people and artificial 

intelligence (AI) working together to enhance cognitive 
performance, including learning, decision making, and 

new experiences.”

https://www.ed.gov/sites/ed/files/documents/ai-report/ai-report.pdf
https://www.ed.gov/sites/ed/files/documents/ai-report/ai-report.pdf
https://www.ed.gov/sites/ed/files/documents/ai-report/ai-report.pdf
https://www.ed.gov/sites/ed/files/documents/ai-report/ai-report.pdf


Understanding 
Large Language 
Models (LLMs)

Imagine a super-smart computer 
program that's read tons and tons of 
books, articles, and websites. It 
learns how words usually go 
together and can then create new 
sentences, answer questions, and 
even write stories! 

That's kind of what a Large Language 
Model (LLM) is. LLMs are great at 
understanding and generating 
human language.
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GPT-4 generated this image with the prompt “Create a a GIF that help 8-grader to understand Large Language 

Model, Help to understand how Tokenization works, how attention works, how next token prediction works, how 

every task is an instance of next token prediction”



LLM Primer
Tokenization Breaking Down the Code 

Tokenization - Computers are great with numbers, but not so much with words 
directly. So, the first step is to break down sentences into smaller pieces they 
*can* understand. These pieces are called "tokens". Tokens can be whole 
words, parts of words (like "ing" or "un"), or even punctuation.

It's like taking a big Lego structure apart into individual bricks!
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LLM Primer
Attention - Who's Talking to Who? 

When you read a sentence, you naturally know which words are important and 
how they relate to each other. 

LLMs need to do this too! "Attention" is a clever mechanism that helps the 
model figure out which words in the sentence are most important when it's 
thinking about a specific word.

6
Visualizing Attention, a Transformer's Heart | Chapter 6, Deep Learning

https://www.3blue1brown.com/lessons/attention


LLM Primer
Next Token Prediction - The Guessing Game 

At its core, a lot of what an LLM does is 
try to predict the *very next* token that 
should come in a sequence. Based on 
everything it's seen before (the input 
text and the tokens it has already 
generated), it calculates the chances 
(probabilities) for *every possible* next 
token.

Temperature: Controlling Creativity  
When predicting the next token, the 
LLM doesn't *always* pick the single 
most likely one. "Temperature" is a 
setting that controls how adventurous 
the model is.
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LLM Primer
Everything is a Prediction Task! 

Almost anything you ask an LLM to do can be framed as predicting the next 
token. The LLM just keeps predicting token after token until it thinks it's finished 
the task.
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AI Current (April 2025) Status
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AI Benchmarks
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Jason Wei @X

https://x.com/_jasonwei/status/1889096555254456397


Do LLMs Pass the Turing test?

• The Turing’s "imitation game." If the 
interrogator couldn't correctly determine 
which respondent was the computer and 
which was the human, it would suggest, 
on a very general level, that the machine 
could imitate a human.

• 3-party Turing test: Participants 
communicate with both a human and AI, 
then decide which is which

• Current Status: LLMs excel as master 
conversationalists

11Jones, Cameron R., and Benjamin K. Bergen. "Large language models pass the turing test." arXiv preprint arXiv:2503.23674 (2025).



Are LLMs Creative and Intuitive?

Google DeepMind CEO Demis Hassabis 
acknowledges the lack of true curiosity and 
imagination in present AI systems.

While AI can generate creative content, 
studies suggest it may not yet match the 
depth and consistency of human creativity.

AI can be a powerful tool to assist and 
augment human creative processes, but it 
doesn't yet replicate the full scope of 
human creativity, including intention and 
deeper understanding.
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Artificial intelligence could end disease, lead to "radical abundance," Google DeepMind CEO Demis Hassabis says

Haase, Jennifer, Paul HP Hanel, and Sebastian Pokutta. "Has the Creativity of Large-Language Models peaked? 

An analysis of inter-and intra-LLM variability." arXiv preprint arXiv:2504.12320 (2025).

Source: Roger Shepard, “Terror Subterra,” in Mind Sights: 

Original Visual Illusions, Ambiguities, and

other Anomalies (New York: W. H. Freeman & Co, 1990).

Downloaded from http://direct.mit.edu/daed/article-

pdf/151/2/139/2060633/daed_a_01906.pdf by guest on 24 April 

2025

https://www.cbsnews.com/news/artificial-intelligence-google-deepmind-ceo-demis-hassabis-60-minutes-transcript/


Community Perspective
LLMs as Good Collaborators
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Burton, Jason W., et al. "How large language models can reshape collective 

intelligence." Nature human behaviour 8.9 (2024): 1643-1655.The Robot Doctor Will See You Now

https://www.nytimes.com/2025/02/02/opinion/ai-doctors-medicine.html


Community Perspective 
Adopt AI as a Normal Technology
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Analysis of AI often contrasts "AI as impending 

superintelligence" with "AI as a fad that will soon end". 
Naraynan et al. suggest the third alternative: AI as a 

general-purpose technology that will follow well-worn 
patterns of innovation and diffusion.

“We view AI as a tool that we can and should remain in 

control of, and we argue that this goal does not require 

drastic policy interventions or technical breakthroughs.” 

“We do not think that viewing AI as a humanlike intelligence 
is currently accurate or useful for understanding its societal 

impacts, nor is it likely to be in our vision of the future”

AI as Normal Technology: An alternative to the vision of AI as a potential superintelligence

By Arvind Narayanan & Sayash Kapoor

https://knightcolumbia.org/content/ai-as-normal-technology
https://knightcolumbia.org/authors/arvind-narayanan
https://knightcolumbia.org/authors/sayash-kapoor


Community Perspective 
Do Not Trap to AI Illusions
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People relying on another person — or, in this case, an algorithm — 

for knowledge have a tendency to mistake that knowledge for their 

own and think their understanding is deeper than it actually is.

Research becomes skewed towards studying the 

kinds of thing that AI systems can test

Researchers see AI systems as representing all possible 

viewpoints or not having a viewpoint.

For NEPA SMEs, you can reduce potential issues with AI through several strategies. 

• Align your proposed use of AI with your goals and consider which common pitfalls you might encounter.
• Deploying AI tools to streamline tasks you are already proficient in is less risky than relying on them to 

provide expertise your team lacks.

Carroll, John M. "Why should humans trust AI?." Interactions 29.4 (2022): 73-77.

https://www.nature.com/articles/d41586-024-00639-y


AI in NEPA Reviews
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Fast Federal Permitting using AI
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Source: Council on Environmental Quality

Federal agencies are under increasing pressure to complete high-quality 

environmental reviews faster, cheaper, and with lower page counts.

Timeline

1–2 years

5 years
Operationalized AI models 

streamlining permitting

Current status: Research and development, 

pilot and v1 applications, interagency agreements and feedback

AI-enabled pilots improving 

permitting workflows

An AI-driven platform and tools to 

streamline and improve review/permitting 

efficiency and outcomes through human-

machine collaboration

DOE and PNNL will identify additional 

potential priority applications in 
consultation with interagency partners

DOE and PNNL are working with industry 

collaborators to augment frontier AI 

technologies for specific use in permitting 

workflows.



NEPA and Permitting Technology Ecosystem
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Council on Environmental Quality Report to Congress on the Potential for Online and Digital Technologies to Address Delays in Reviews and Improve Public 

Accessibility and Transparency under 42 U.S.C. 4332(2)(C) https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf

Primary Responsibilities:

• Conduct NEPA reviews

• Review and make decisions on 

permit applications

• Consult with federally recognized 

Tribes

• Solicit and respond to public 

comments

Additional Duties:

• Manage the NEPA process

• Collaborate with other agencies on 

NEPA documents and consultations

• Engage with Tribal, state, and 

local governments, project 

applicants, stakeholders, and the 

public

Roles in NEPA Process:

• Serve as lead, joint lead, 

cooperating, or participating 

agencies

• Varying degrees of involvement in 

proposed actions

https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf
https://ceq.doe.gov/docs/ceq-reports/CEQ-E-NEPA-Report-to-Congress_Final-(508).pdf


NEPA Taxonomy and Metadata Standards
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In Collaboration with Council of Environmental Quality

This NEPA taxonomy would standardize 

components with uniform values, allowing 
agencies to customize them according to their 

specific processes and systems.



NEPA Document Processing Pipeline
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Final Supplemental Environmental Impact Statement – Depleted Uranium Oxide 

  April 2020 

COVER SHEET 

 

RESPONSIBLE FEDERAL AGENCY:  U.S. Department of Energy (DOE) 

TITLE:  Final Supplemental Environmental Impact Statement for Disposition of Depleted 

Uranium Oxide Conversion Product Generated from DOE’s Inventory of Depleted Uranium 

Hexafluoride (DU Oxide SEIS) 

LOCATIONS:  Kentucky, Nevada, Ohio, Texas, and Utah  

CONTACT:  For further information on this supplemental environmental impact statement 

(SEIS), contact: 

Jaffet Ferrer-Torres 

Document Manager 

Office of Environmental Management 

U.S. Department of Energy 

1000 Independence Avenue, S.W.   

Washington, D.C.  20585 

Telephone:  202-586-0730 

email:  DUF6_NEPA@em.doe.gov 

 

For general information on the DOE National Environmental Policy Act (NEPA) process, contact: 

William Ostrum 

EM NEPA Compliance Officer 

Office of Environmental Management, EM 4.31 

U.S. Department of Energy 

1000 Independence Avenue, SW 

Washington, DC 20585 

Telephone:  202-586-2513 

 

This document is available on the DOE NEPA website (http://energy.gov/nepa/nepa-documents), 

and the Portsmouth/Paducah Project Office website (https://www.energy.gov/em/disposition-

uranium-oxide-conversion-depleted-uranium-hexafluoride) for viewing and downloading. 

ABSTRACT: 

On June 18, 2004, the U.S. Department of Energy (DOE) issued environmental impact statements 

for the construction and operation of facilities to convert depleted uranium hexafluoride (DUF6) 

to depleted uranium (DU) oxide at DOE’s Paducah Site (Paducah) in Kentucky and Portsmouth 

Site (Portsmouth) in Ohio (69 FR 34161).  Both the Final Environmental Impact Statement for 

Construction and Operation of a Depleted Uranium Hexafluoride Conversion Facility at the 
Paducah, Kentucky Site (DOE/EIS-0359) and the Final Environmental Impact Statement for 

Construction and Operation of a Depleted Uranium Hexafluoride Conversion Facility at the 
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80,057Documents

Pages

5,000,000,000+

MAX: 14,455/document

MAX: 33,220,133/document

*and growing

Tokens

4,508,321

216/11/2025

Documents are collected 

across 5+ Siloed Data Sources
• EPA

• DOE
• BOEM

• USDA
• BLM

Documents Authored by 100+ 

Government Agencies
• DOE

• DOI
• USFS

• DOD
• ..

We publicly released NEPA Text Corpus (NEPATEC) v1.0 

(Available in HuggingFace)

NEPA Text 
Corpus 
(NEPATEC)

https://huggingface.co/datasets/PolicyAI/NEPATEC1.0


SearchNEPA Landing Page
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SearchNEPA Document Search Results
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Reset to Landing Page



ChatNEPA for NEPA Fact Finding
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Reset to Landing Page



ChatNEPA for Project-level Fact Finding
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ChatNEPA for Document-level Fact Finding
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Stay Engaged
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https://www.pnnl.gov/projects/PermitAI/stay-engaged

Subscribe to PermitAI Newsletter !

https://www.pnnl.gov/projects/PermitAI/stay-engaged
https://www.pnnl.gov/projects/PermitAI/stay-engaged
https://www.pnnl.gov/projects/PermitAI/stay-engaged


Thank you
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Email 

permitai@pnnl.gov
yasanka.horawalavithana@pnnl.gov

mailto:permitAI@pnnl.gov
mailto:Sameera.Horawalavithana@pnnl.gov
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