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Environmental Review is Encumbered

Labor-intensive review process for subject-matter experts (SME).

• 10s x 1000s of letters of public correspondence.

• 1000s of hours (~5 min per comment).

• Years to complete permitting process.

Public use of generative AI increases volume of received correspondence.



Current Practice
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For each correspondence:

• Bracket (non-)comments.

• Sort into bins.

David G. Smith, representing the State of Hawai'i Department of Land and 

Natural Resources, Division of Forestry and Wildlife (DOFAW), supports 

the revocation of the January 7 rule and a return to the previous 

interpretation of the MBTA. Smith's background in wildlife conservation 

highlights his concern for incidental take of migratory birds, as indicated by 

the extensive data and recommendations provided in the correspondence, 

including specific examples of incidental take such as seabirds on O'ahu 

due to light attraction and varying take levels at wind facilities on Maui. 

DOFAW's key concerns include the need for clear definitions of 

"sufficiently avoid," rigorous project monitoring for impacts and 

infrastructure-related take, preference for compensatory mitigation over a 

general conservation fee structure for significant projects, and critique of 

using funds for project-specific monitoring. Smith emphasizes that these 

regulations would benefit migratory bird populations, help prevent their up-

listing to threatened or endangered status, and streamline compliance and 

litigation efforts.

General

Support

Compensatory

Mitigation

Monitoring

Impact on 

Wildlife

Tedious

Time/Resource intensive
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Can Large Language Models Assist Review?

Simple (i.e., "chat-based”) usage is unreliable:

• Inconsistent results.

• Difficult to explain.

• Difficult to control.

• Propensity to “Hallucinate”.

• Risk of increasing SME labor.
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Prior Work (April 2024)
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For each correspondence:

• Bracket (non-)comments.

• Sort into bins.

Limitations:

• Inconsistent bracketing.

• Inconsistent category usefulness.

Single-shot LLM prompts:

• Generate a table...

• Identify comments

Section Commenter Quote

B.1.2 Concerns John Doe “I am opposed...

B.1.2 Alternatives Jane Doe “I request...

Commenter Quote

John Doe “I am opposed...

Jane Doe “I request...

Testing Artificial Intelligence Tools to Streamline the Public Comment-Review Process for NEPA

Environmental Reviews
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Our Work
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CommentNEPA: Approach

Decompose workflow into simple subtasks:

• Summarize Correspondence.

• Extract Concerns & Quotes.

• Assign Bins.

Use self-evaluation loops.

• LLM generates and selects the best prompts for each task.

Store the graph of LLM inputs and outputs.

• Allow on-demand audit and feedback on all LLM outputs.

• LLM’s self-evaluation is aligned with SME feedback.

Agentic Workflows

Auditable

Inference-time scaling

Online learning

Feedback Alignment



1. All outputs are auditable / traceable.

2. SME not an LLM-babysitter or “prompt-engineer”.

For each LLM output, we can, on-demand:

• Inspect it

▪ And the prompt used to generate it.

▪ And all inputs used to generate the prompt.

• Critique it

▪ Feedback is used to optimize task prompts.

• Revise it

▪ Feedback will be inferred from manual edits to output values.
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Key Features
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Subtasks: Summarization + Extract concerns 
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Pipeline with multiple LLM subtasks, including self-evaluation

Summary Concerns

/ Quotes

Critique Critique

Unit of 

Correspondence

Summary

Critique

Summary

Concerns/ 

Quotes

Critique

Ok

Critique

Good

Best

Good

Great!

Onward to Binning

Best concerns are conveyed to later stages
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Subtasks: Binning
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Pipeline with multiple LLM subtasks, including self-evaluation

Assign 

Bins

Critique

Summary
Concerns/ 

Quotes

Assign 

Bins

Critique

Good

Best

Identified Bins /pre-

specified bins 

Guidance



Competition between prompts for each subtask.
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Self-Evaluation
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Prompt 1 Prompt 2 Prompt 3 Prompt 4 Prompt 5 Prompt 6

Best performing prompt is used more often
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Feedback Alignment
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Artifact, e.g.:
• Summary

• Concerns

• Bin mapping

Prompt to 

Generate 
Artifact

Prompt to 

Rate 
Artifact

SME User

LSMELLLM

Minimize: ( LLLM – LSME )2

Minimize: LLLM + LSME AI learns to rate its work in

the same way an SME would.
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Traceability
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Database Records and 
Exposes all LLM Inputs 
and Outputs to Audit.
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LM Engineers its own Prompts

14
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• Optional guidance

• Describe input, output

LLM Generated its own synthetic example

From Task
Declaration
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Two Levels of Optimization

1. Iterate work in self-evaluation loop.

• Regenerate intermediate outputs with self-critique.

2. Learn better prompts over time. 

• Self-Evaluation & User Feedback.

• Feedback alignment.
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Interface



1. Identify comments from public correspondence.

2. Cluster into bins / categories.

3. Summarize bins, with references to original correspondence.
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Stages of Pipeline

Ingest 

Correspondence

Identify

In-scope 
Categories

Summarize

Categorized 
Concerns

Accepts SME guidance.Must be auditable Must be auditable

Iterated tasks learn from feedback.
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Ingested Correspondence
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SME Audit and Revision

Click on node to inspect and provide feedback
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Interaction with Ingested Comments
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Summarize Bins for EIS



Partial Evaluation(s)

(Without SME Feedback)
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Ground Truth Evaluation: Bracketing

250 letters of correspondence

• ~5 min to execute.

• 150: BLM’s Western Solar Plan [100: EPA’s MBTA Proposal].

Binary classification (is/not comment) vs. SME selections.

78 [79]% Precision, 20 [19]% Recall.

• When LLM extracts comments, agrees with SME.

• SMEs tend to select more text than LLM.
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Bracketing – Correlation

Statistical correlation between LLM and SME labels

Bureau of Land Management

Western Solar Plan

Environmental Protection Agency

Migratory Bird Treaty Act
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Bracketing – Accuracy

Fraction of sentences labeled correctly

Bureau of Land Management

Western Solar Plan

Environmental Protection Agency

Migratory Bird Treaty Act
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Bracketing – Precision

Accuracy of LLM’s positive predictions

Bureau of Land Management

Western Solar Plan

Environmental Protection Agency

Migratory Bird Treaty Act
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Bracketing – Recall

Accuracy for examples labeled positive by SME

Bureau of Land Management

Western Solar Plan

Environmental Protection Agency

Migratory Bird Treaty Act
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Bracketing – SME vs LLM sensitivity

Consistent bias towards lower faction of selected text than SME

Bureau of Land Management

Western Solar Plan

Environmental Protection Agency

Migratory Bird Treaty Act
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Bracketing – LLM Sensitivity vs Document Length

Bureau of Land Management

Western Solar Plan

Environmental Protection Agency

Migratory Bird Treaty Act

Decrease in sensitivity correlates with document length
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Typical Example

Neither SME OnlyBoth LLM Only
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Typical Example: Concerns identified by LLM

SME bins:

• Preferred Alternative

• Public Outreach

• Disturbed Lands

• Multiple Use

• Eliminating the Variance Process

LLM topics: 

• The author suggests considering contaminated sites for solar development to reduce the 

burden on undisturbed public lands. 

• The author opposes the BLM's preferred alternative (Alternative 3) because it would open 22 

million acres of public lands to solar development. 

• The proposal's failure to address minimizing land use and promoting compatible uses like 

agrivoltaics is a concern. 

• The author advocates for Alternative 5, which prioritizes disturbed lands near transmission 

lines to minimize the impact on undisturbed lands. 

• The author expresses concern about variances that could undermine the purpose of 

restricting development locations.



33

Atypical Example: LLM disagrees with SME

Neither SME OnlyBoth LLM Only
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Divergent selections explained by concerns. 

SME bins:

• Livestock Grazing

LLM-extracted concerns:

• The scope of grazing allotments that could be affected by the 

project under different alternatives is a concern.

• The inclusion of future transmission lines in the plan is a concern.

• The Draft Utility-Scale Solar Development plan raises concerns 

about impacts to grazing lands, wildlife habitat, local communities, 

and land health.

• Livestock grazing and solar infrastructure are incompatible, and 

grazing lands should be defined as exclusionary areas.
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Future Directions

More fine-grained evaluation across diverse use cases

Natural language feedback and editing.

Interactive binning / clustering.

Directed prompt mutation.

LLM-directed requests for SME feedback.



Thank you
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