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Mega AI, an internal investment at Pacific Northwest National Laboratory, aims to 

develop next-generation artificial intelligence (AI) capabilities unique to the 

Department of Energy’s national laboratory system. These capabilities will be used 

to address research gaps in large-scale, multimodal representation learning; 

multitask inferences; and the need for increased generalizability, rapid adaptivity, 

and usability of AI technologies. In this newsletter, we highlight recent 

developments in the research community on next-generation AI technologies 

focusing on massive-scale model development, deployment and evaluation, data 

and code availability, model interactions, and new features and capabilities that 

are relevant to Mega AI’s goals and science and security applications.  

 

 

 

NEW MODELS AND CAPABILITIES 

 

 • January 3 | Code: The Illustrated Retrieval Transformer. HERE 

• January 13 | Blog: Scaling Vision with Sparse Mixture of Experts. READ MORE  

Publication: READ MORE, Blog: READ MORE, and Code: HERE 

• January 14 | Blog: Learning to Route by Task for Efficient Inference. READ MORE 

• January 19 | Publication: CM3: A Causal Masked Multimodal Model of the Internet. 

READ MORE  

• January 19 | Blog: DeepSpeed: Advancing MoE inference and training to power next-

generation AI scale. READ MORE  

• January 21 | Publication: GreaseLM: Graph REASoning Enhanced Language Models for 

Question Answering. READ MORE  

 

http://jalammar.github.io/illustrated-retrieval-transformer/
https://ai.googleblog.com/2022/01/scaling-vision-with-sparse-mixture-of.html
https://arxiv.org/abs/2106.05974
https://ai.googleblog.com/2022/01/scaling-vision-with-sparse-mixture-of.html
https://github.com/google-research/vmoe
https://ai.googleblog.com/2022/01/learning-to-route-by-task-for-efficient.html
https://arxiv.org/abs/2201.07520
https://www.microsoft.com/en-us/research/blog/deepspeed-advancing-moe-inference-and-training-to-power-next-generation-ai-scale/
https://arxiv.org/abs/2201.08860


• February 4 | Publication: Using DeepSpeed and Megatron to Train Megatron-Turing 

NLG 530B, A Large-Scale Generative Language Model. READ MORE  

• February 7 | Publication: Improving Language Models by Retrieving from Trillions of 

Tokens. READ MORE, Blog: READ MORE 

• March 2 | Publication: A ConvNet for the 2020s. READ MORE, Code: HERE  

• Publication | Beyond Distillation: Task-level Mixture-of-Experts for Efficient Inference. 

READ MORE  

• Publication | FastMoE: A Fast Mixture-of-Expert Training System. READ MORE  

• Publication | UC2: Universal Cross-lingual Cross-modal Vision-and-Language Pre-

training. READ MORE  

• Publication | SMILES Transformer: Pre-trained Molecular Fingerprint for Low Data 

Drug Discovery Publication. READ MORE  

• Publication | SMILES-BERT: Large Scale Unsupervised Pre-Training for Molecular 

Property Prediction. READ MORE   

• Publication | ChemBERTa: Large-Scale Self-Supervised Pretraining for Molecular 

Property Prediction. READ MORE  

• Blog | WebGPT: Improving the factual accuracy of language models through web 

browsing. READ MORE 

 

 

NEW CODE FOR REPRODUCIBILITY 

 

 • January 21 | GeekWire: AI2 releases demo of question-answering model it claims 

outperforms GPT-3. READ MORE  

• GitHub | Code: Official codebase for running the small, filtered-data GLIDE model 

from GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided 

Diffusion Models. READ MORE 

• Website | First QA demo from Ai2 for large-scale LMs. READ MORE 

 

 

 

NEW DATASETS FOR TRAINING AND EVALUATION 

 

 
• Website | DUE Benchmark – a Document Understanding Benchmark. READ MORE 

Github: READ MORE, Publication: READ MORE  

 

 

 

HIGHLIGHTED TECHNICAL RESOURCES 

 

https://arxiv.org/pdf/2201.11990.pdf
https://arxiv.org/abs/2112.04426
https://deepmind.com/research/publications/2021/improving-language-models-by-retrieving-from-trillions-of-tokens
https://arxiv.org/abs/2201.03545
https://github.com/facebookresearch/ConvNeXt
https://arxiv.org/pdf/2110.03742.pdf
https://arxiv.org/abs/2103.13262
https://arxiv.org/pdf/2104.00332.pdf
https://arxiv.org/pdf/1911.04738.pdf
https://par.nsf.gov/servlets/purl/10168888
https://ml4molecules.github.io/papers2020/ML4Molecules_2020_paper_67.pdf
https://openai.com/blog/webgpt/
https://www.geekwire.com/2022/ai2-releases-demo-of-question-answering-model-it-claims-outperforms-gpt-3/
https://github.com/openai/glide-text2im
https://macaw.apps.allenai.org/
https://duebenchmark.com/leaderboard
https://duebenchmark.com/leaderboard
https://github.com/due-benchmark
https://datasets-benchmarks-proceedings.neurips.cc/paper/2021/file/069059b7ef840f0c74a814ec9237b6ec-Paper-round2.pdf


 • January 31 | Blog: OpenAI’s InstructGPT Leverages RL From Human Feedback to 

Better Align Language Models With User Intent. READ MORE 

• Github | Reading List for Topics in Multimodal Machine Learning maintained by 

CMU. READ MORE 

• Video Playlist | Multimodal playlist by AI Coffee Break  

• Publication | Graph Neural Networks for Natural Language Processing: A Survey. 

READ MORE  

• Website | Open Catalyst Project: Using AI to model and discover new catalysts to 

address the energy challenges posed by climate change. READ MORE  

• Publication | Multimodal Research in Vision and Language: A Review of Current 

and Emerging Trends. READ MORE 

 

 

 

NEW REPORTS AND STUDIES 

 

 • January 20 | Publication: LaMDA: Language Models for Dialog Applications. READ 

MORE  

• February 7 | Publication data2vec: A General Framework for Self-supervised 

Learning in Speech, Vision, and Language. READ MORE  

• Poster | True Few-Shot Learning with Language Models. READ MORE 

• Poster | Multimodal Few-Shot Learning with Frozen Language Models. READ 

MORE 

• Poster | MERLOT: Multimodal Neural Script Knowledge Models. READ MORE 

• Poster | Mind the Gap: Assessing Temporal Generalization in Neural Language 

Models. READ MORE  

• Publication | Sparse is Enough in Scaling Transformers. READ MORE 

• Publication | GraphFormers: GNN-nested Transformers for Representation 

Learning on Textual Graph. READ MORE  

• Poster | Rethinking Graph Transformers with Spectral Attention. READ MORE 

• Poster | Robust Counterfactual Explanations on Graph Neural Networks. READ 

MORE 

• Poster | SalKG: Learning from Knowledge Graph Explanations for Commonsense 

Reasoning. READ MORE 

• Poster | Mind the Gap: Assessing Temporal Generalization in Neural Language 

Models. READ MORE 

• Publication | FLEX: Unifying Evaluation for Few-Shot NLP. READ MORE 

Leaderboard: READ MORE, Code: READ MORE  

• Website | Multimodal Few-Shot Learning with Frozen Language Models. READ 

MORE   

• Publication | VATT: Transformers for Multimodal Self-Supervised Learning from 

Raw Video, Audio, and Text. READ MORE  

 

https://medium.com/syncedreview/openais-instructgpt-leverages-rl-from-human-feedback-to-better-align-language-models-with-user-18f1f686c170
https://github.com/pliang279/awesome-multimodal-ml
https://www.youtube.com/watch?v=jReaoJWdO78&list=PLpZBeKTZRGPNKxoNaeMD9GViU_aH_HJab
https://twitter.com/AICoffeeBreak
https://arxiv.org/abs/2106.06090
https://opencatalystproject.org/
https://arxiv.org/pdf/2010.09522.pdf
https://arxiv.org/abs/2201.08239?s=03
https://arxiv.org/abs/2201.08239?s=03
https://arxiv.org/abs/2202.03555
https://nips.cc/virtual/2021/poster/28553
https://nips.cc/virtual/2021/poster/27148
https://nips.cc/virtual/2021/poster/27148
https://nips.cc/virtual/2021/poster/26470
https://nips.cc/virtual/2021/poster/27433
https://arxiv.org/pdf/2111.12763.pdf
https://proceedings.neurips.cc/paper/2021/hash/f18a6d1cde4b205199de8729a6637b42-Abstract.html
https://neurips.cc/virtual/2021/poster/26970
https://neurips.cc/virtual/2021/poster/26674
https://neurips.cc/virtual/2021/poster/26674
https://neurips.cc/virtual/2021/poster/26869
https://neurips.cc/virtual/2021/poster/27433
https://papers.nips.cc/paper/2021/hash/8493eeaccb772c0878f99d60a0bd2bb3-Abstract.html
https://leaderboard.allenai.org/flex/submissions/public
https://github.com/allenai/flex
https://fh295.github.io/frozen.html
https://fh295.github.io/frozen.html
https://papers.nips.cc/paper/2021/hash/cb3213ada48302953cb0f166464ab356-Abstract.html


• Publication | GemNet: Universal Directional Graph Neural Networks for Molecules. 

READ MORE  

• Publication | Flow Network based Generative Models for Non-Iterative Diverse 

Candidate Generation. (GNN + Reward) READ MORE 

• Publication | A 3D Generative Model for Structure-Based Drug Design. READ 

MORE, Code: (Autoregressive), READ MORE  

• Publication | Large-Scale Representation Learning on Graphs via Bootstrapping. 

READ MORE  

• Publication | Learning in High Dimension Always Amounts to Extrapolation. READ 

MORE  

• Publication | Math-word embedding in math search and semantic extraction. 

READ MORE   

• Article | Advancing mathematics by guiding human intuition with AI. READ MORE  

• Publication | Memorizing Transformers. READ MORE   

 

 

EVENTS  

 

 • January 11 | Video: Machine Learning Street Talk episode on interpolation and 

extrapolation. WATCH  

• Recording | From VQA to VLN: Recent Advances in Vision-and-Language Research 

workshop on CVPR2021. WATCH  

• Recording | Pay Attention to What You Need: Do Structural Priors Still Matter in 

the Age of Billion Parameter Models? (NeurIPS 2021 Panel) WATCH  

• Recording | The Consequences of Massive Scaling in Machine Learning. (NeurIPS 

2021 Panel) WATCH  

• Recording | Self-Supervised Learning: Self-Prediction and Contrastive Learning. 

(NeurIPS 2021 Panel) WATCH  

• Github | Code: Graph Neural Networks for Natural Language Processing. HERE, 

Slides: READ MORE 

 

 

 

COMMUNITY DISCUSSION 

 

 • January 3 | 2021's Top Stories About AI. READ MORE  

• January 11 |Blog: Google Research: Themes from 2021 and Beyond. READ MORE   

• January 14 | Article: Google AI Introduces V-MoE: A New Architecture for Computer 

Vision Based On A Sparse Mixture Of Experts. READ MORE  

• January 19 | Article: Are Universal Self-Supervised Learning Algorithms Within Reach? 

READ MORE 

 

https://arxiv.org/abs/2106.08903
https://arxiv.org/abs/2106.08903
https://papers.nips.cc/paper/2021/hash/e614f646836aaed9f89ce58e837e2310-Abstract.html
https://papers.nips.cc/paper/2021/hash/314450613369e0ee72d0da7f6fee773c-Abstract.html
https://papers.nips.cc/paper/2021/hash/314450613369e0ee72d0da7f6fee773c-Abstract.html
https://github.com/luost26/3D-Generative-SBDD
https://arxiv.org/abs/2102.06514v2
https://arxiv.org/abs/2110.09485
https://arxiv.org/abs/2110.09485
https://link.springer.com/article/10.1007/s11192-020-03502-9
https://www.nature.com/articles/s41586-021-04086-x
https://openreview.net/pdf?id=TrjbxzRcnf-
https://www.youtube.com/watch?v=86ib0sfdFtw&t=2080s
https://vqa2vln-tutorial.github.io/
https://neurips.cc/virtual/2021/tutorial/21891
https://neurips.cc/virtual/2021/panel/44884
https://neurips.cc/virtual/2021/tutorial/21895
https://github.com/svjan5/GNNs-for-NLP
https://shikhar-vashishth.github.io/assets/pdf/emnlp19_tutorial.pdf
https://spectrum-ieee-org.cdn.ampproject.org/c/s/spectrum.ieee.org/amp/artificial-intelligence-2021-2656077088
https://ai.googleblog.com/2022/01/google-research-themes-from-2021-and.html
https://www.marktechpost.com/2022/01/14/google-ai-introduces-v-moe-a-new-architecture-for-computer-vision-based-on-a-sparse-mixture-of-experts/
https://hai.stanford.edu/news/are-universal-self-supervised-learning-algorithms-within-reach


• January 24 | Blog: Meta AI’s OMNIVORE: A Modality-Agnostic Single Vision Model 

With Cross-Modal Generalization. READ MORE 

• January 24 | Blog: Meta Works with NVIDIA to Build Massive AI Research 

Supercomputer. READ MORE  

• January 27 | Article: MIT News: Demystifying machine-learning systems | MIT News | 

Massachusetts Institute of Technology. READ MORE 

 
For more information, contact:  

Svitlana Volkova, svitlana.volkova@pnnl.gov 

Mega AI Investment Lead 

Maria Glenski, maria.glenski@pnnl.gov 

Mega AI Deputy 

 

 

 

https://medium.com/syncedreview/meta-ais-omnivore-a-modality-agnostic-single-vision-model-with-cross-modal-generalization-9b7e51cec90
https://blogs.nvidia.com/blog/2022/01/24/meta-ai-supercomputer-dgx/
https://news.mit.edu/2022/explainable-machine-learning-0127

