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Abstract
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1. Introduction

A recent study [1] has projected significant adoption of electric vehicles (EVs) before the end of the decade. The case for significant EV adoption in the United States is further bolstered by federal and state investments in charging infrastructure, tax credits to incentivize EV purchases, and aggressive state-level zero-emission vehicle mandates. Extreme Fast Charging (XFC), which reduces the time necessary to charge a vehicle, advances adoption as EVs can travel faster and further. High-power charging, such as XFC, employ high-level communication between the vehicle and charger to govern the charger process. Moreover, high-level communication among vehicles, charging infrastructure, and the power grid underlie managed charging and grid services (e.g., smart charging and ancillary services) information and decision exchanges that mitigate adverse charging-at-scale effects and contribute to the stable operation of power grids. Economy-wide transportation system electrification will significantly increase electricity demand and create strong and substantial interdependence between the historically disparate electric supply and transportation systems. This transformation will expand the electric power system attack surface and potentially heightens the risks posed by cyberattacks as an event may bring wide-ranging consequences to vehicles, electric supply, and transportation systems. With these potentially dramatic changes to the electric power infrastructure, new evaluation methods such as [2] to fully consider the implications of these changes, and new IT architectures [3] for greater system awareness may be required to fully analyze and prepare for these new attack vectors.

The purpose of this paper is to explore and better understand potential system wide grid impacts of demand-side load manipulation. The events
in this study assume an attacker has control over all electric vehicle load in the WECC (Western Electric Coordinating Council) and can disconnect and re-connect it at will. The method or access to this load manipulation, however, is intentionally left unspecified so as not to artificially constrain the attack surface. Rather, the focus of the study is if an attacker could gain full control of the electric vehicles (likely as a result of increased network connections to EV infrastructure), what might be the impacts?

Using a Western Electricity Coordinating Council (WECC) planning model, two cases of load manipulations are considered that attempt to mirror the types of events grid operators actually study when evaluating grid reliability and stability. The first event is a single discrete EV load drop event where generation becomes temporarily imbalanced causing system frequency to drift from its nominal value of 60Hz. Typically, a grid operator would study a generation/load imbalance from the perspective of the loss of a single generator which would result in a drop in frequency. However, as the loss of single EV representing a fraction of a percent of system load would unlikely have any significant impact on system frequency for a system as large as the WECC, we evaluate a much more extreme system-wide load drop event in an effort to analyze worst case scenarios.

It is conceivable that a large XFC load loss event could trigger generator protective relaying and cause some generators to go offline. In fact a significant amount of bulk-grid generation resource protection is modeled within the WECC planning case. North American Electric Reliability Corporation (NERC) requirements for generators to stay online during transient events are only applicable to transmission components that meet the bulk electric system (BES) definition [4]. For this reason, only the protections on BES
elements are considered.

NERC Standard PRC-024-2 [5] defines generator frequency and voltage-protective-relay ride-through settings. However, ride-through settings only regulate when generation must stay online. Therefore, we do not assume additional or more restrictive voltage protective settings than what is contained in the original base case WECC planning model. Only BES generator bus frequency and voltage are monitored in this work.

In addition to the discrete, system-wide load drop event, a second case is considered, where the modulation of loads (i.e., alternatively switching loads off and on) targets the grid resonant frequencies. In this scenario, a single load, or potentially many loads at critical locations, are modulated with the purpose of exciting an existing inter-area oscillation mode. Inter-area oscillations on an electric power grid are typically characterized by one set of generators oscillating against a second set of generators through a weak electrical connection at relatively low frequency (0.15 Hz to 1.0 Hz) [6]. The generators oscillating against each other can in turn cause elevated powerflows on the tie lines connecting them.

Inter-area oscillations are of great interest to power system operators and there are examples of them occurring in both the Western Interconnection (WI) and Eastern Interconnection. Consequently there is a need to evaluate whether EV load manipulation could cause this type of event. In 2005, a failed control system at a power plant in Alberta, Canada resulted in a 20 MW peak-to-peak forced oscillation close to the WI’s resonant frequency. This forced oscillation resulted in 200 MW of peak-to-peak oscillations on the California Oregon Intertie [7]. Similarly, in 2016, a 200 MW forced oscillation at Grand Gulf Nuclear Station in Mississippi caused a 40 MW
New York tie line oscillation approximately 1400 miles away [7].

With regard to the WI—the system simulated in this work—a variety of modes have been reported; however, the two dominant modes are typically labeled the North-South A (NSA) mode and North-South B (NSB) mode [8]. The NSA mode is a lower frequency mode that primarily involves generators in Alberta oscillating against generators in Southern California and the US Southwest. The NSB mode is higher frequency than the NSA mode and includes generators in British Columbia, the Pacific Northwest, Montana, and Northern California oscillating against generators in Southern California, the US Southwest, and Alberta [8]. A consequence of generators in the north oscillating against generators in the south is fluctuations in the power-flows along the lines connecting the generators. A good location to monitor the power fluctuations caused by the NSA and NSB is along the California Oregon Intertie (COI), a critical WECC path, which is approximately the midpoint of the affected generation. As described in [9], WECC paths are a simplified way of describing flows between regions of a power system; they consist of aggregations of transmission lines transferring power from one region to another. The COI, or path 66, consists of three 500 kV transmission lines that are largely responsible for connecting and transferring power between Southern Oregon and Northern California. Studies addressing forced load manipulation with the intent of adversely affecting the power grid tend to fall into several classifications [10]:

- Static vs. dynamic: Static load manipulation refers to discrete, one-time load modification events, whereas dynamic load manipulation [11, 12] may vary load magnitude through time.
- Single point vs. multipoint: Single-point studies [13] evaluate load ma-
nipulation at a single bus, while multipoint [12] studies allow load manipulation simultaneously at multiple buses.

- Open loop vs. closed loop: Closed-loop load manipulation [13] uses sensors to monitor some aspect of the system state when determining how to change system load, while open-loop [13] load manipulation does not.

Load manipulation studies tend to focus on some combination of design and demonstration of load manipulation methods [12–16] or extend these studies to detection of load manipulation [10] or even mitigation/protection from load manipulation [11, 17–19].

The work in this paper evaluates both static and dynamic load manipulation from both single and multipoint perspectives using an open loop control. The main contribution of this work, and how it differentiates itself from [10–19], is its demonstration of load manipulation on a full WECC planning model (a model actually used by generation and transmission system operators to plan and operate the WECC grid), rather than a test system in an effort to evaluate potential real world impacts. A full WECC planning model differs from the previously listed test models in the following ways:

- Model topology and size: Our studies are conducted on a full 20 000+ bus WECC planning model. The next largest system is in [12], which uses a 179-bus test system.
- Powerflow simulation: This study and [12, 16] use an AC powerflow; the others use a DC powerflow model.
- Standard machine controls: With the exception of [12, 16], [10, 11, 13–15, 17–19] only consider automatic generator control and governor control.
References [12, 16] use standard machine, governor, and exciter models, while this work uses standard machine, governor, exciter, and power system stabilizer models. Exciters are an important control system for maintaining power system stability in that they can be used to automatically control voltage at a generator's terminal [20]. Power system stabilizers (PSSs) also promote system stability, specifically by damping local and inter-area oscillations [21].

- System protection: The WECC planning model contains models for remedial action schemes and standard generation protections. We see no evidence of these models in the other work.

An additional contribution of this work is the proposal of a heuristic for discovering high-impact candidate buses for load manipulation based on frequency response and application of the heuristic to a 2028 EV forecast based on [1].

The primary objective of this work is to better understand the effects of load manipulation, especially due to high-power charging infrastructure, such as XFC, on a large-scale, high-fidelity, realistic representation of the WI. To achieve this, we simulate several load manipulation events on a full 20000+ bus WECC planning model within transient stability studies that model both real and reactive power, as well as the critical components of a generator's dynamic model, such as governors, exciters, and PSSs. Furthermore, the model receives additional loading based on the EV forecasts developed in [1]. The work in this paper is adapted from [22] but improves simulations by moving simulations to a 2028 system instead of a 2018 system, updates the EV forecasting method to better represent regional differences in EV penetration, and tests both load drop and load modulation
The rest of this work is organized as follows. Section 2 describes the model under study and the EV forecast added to the model. Section 3 presents and discusses the results for a discrete load loss event, while Section 4 and Section 5 describe the setup and give results for the load modulation events, respectively. Section 6 concludes.

2. Methods, WECC Model, and EV Forecast

A 2028 WECC planning model is used for both load drop and load modulation studies. The model contains generation and transmission dynamics, along with a high-fidelity composite load model that represents motors, lighting, electronic, and the associated distribution feeders from which they are fed. All major BES elements of transmission protection and remedial action schemes are modeled, including generation protection. For discrete load drop studies, the simulations are observed for 10 s to capture the main features of the initial dynamic response, which include inertia and governor response. Load modulation simulations are conducted over a 50-second interval to allow the effects of low-frequency oscillations to reach an approximately steady-state response.

An EV load forecast is adapted from [1], which projects for year 2028 the electrical demands of 23.6 million EVs distributed nationwide. The 2028 WECC case used in [1] divides load onto 41 different areas typically used in WECC’s production cost model simulations. This work creates a mapping to translate the EV load in those 41 different load areas into a new set of 22 load areas used by this work’s transient simulations. After obtaining EV load by area for the transient simulations, we scale the size of
the total EV load to match the medium trend given by [1] of 10.8 million EVs nationwide forecasted for 2028. WECC’s incremental evening peak load attributed to EV charging in [1] is 18,768 MW. Thus, we calculate our new WECC incremental peak EV load as $\frac{10.8}{23.6} \times 18,768 \approx 8600$ MW. Thus the new area loads within the transient simulations are comprised of a base case load component and downsized cumulative EV area load component. New EV loads are added to the base case powerflow used by transient simulations by iteratively adding load and solving the new powerflow configuration.

The intent of the studies is to examine any cascading or resulting events that may occur during simulations. Because the size and severity of the scenarios that are studied are far beyond what any operational or planning study would consider, thermal limits and path ratings are not considered.

3. Load Drop Event Results and Discussion

The load drop event consists of dropping the approximately 8600 MW of EV load added to the system. The case is configured with several modifications to transformer tap ratios and automatic voltage regulation after adding the EV load to lower several system initial voltages to get them closer to their nominal values. This same effect might also be achieved with generator redispatch. Frequency and voltages from initial voltage and frequency values at buses containing BES generators (>20 MVA base values) with positive MW output are given in Fig. 1 and Fig. 2. As a result of the 8600 MW load drop, there are some relatively small generator (approximately 30 MW) and load losses (approximately 466 MW) due to their respective generator and load protective systems.

For the discrete load trip results, while we do observe some generation
trips, the generators are small (largest is less than 6 MW) and their absence has negligible effect on the security of the BES. Fig. 1 and Fig. 2 report the system’s frequency and voltage response for the generator buses. In terms of frequency, at no point do any bus frequencies approach the BES’s lowest over-frequency threshold of 60.6 Hz \[5\]. With regard to voltage, consider
that the starting case is a heavy summer case, where BES is already stressed. Some of the BES generator bus voltages near the fringe of 0.9 pu to 1.1 pu may be known issues that are allowed to run at higher or lower voltages under close surveillance during peak operating conditions. With regard to Fig. 2, a single voltage just under 0.9 pu actually gets pushed above 0.9 pu by the event.

4. Load Modulation Events Development

The following discussion describes the five-step process used in this work to construct a load modulation event (LME) on the electric power grid. A LME is an event that, instead of simply dropping load, has the ability to switch load on and off. The purpose of modulating load is that the frequency of the modulation can target one of the electric power grid’s natural frequencies. This is analogous to pushing a person on a swing: if the pushes are timed just right, a small periodic force can drive the swing to significant deviations from its resting position. Similarly, if the load is modulated at the correct frequency, it may be possible to excite inter-area oscillations. However, there are advanced controls in BES generation known as PSS that will slightly modulate the citc power output of the generator out of phase with a sensed oscillation. In this way, the PSS makes the generator “resist” changes in the system causing a positive impact on system damping.

The process by which LMEs are generated in this work is illustrated in Fig. 3. The remainder of this section details how a distributed LME is developed for analysis in Section 5. By distributed LME, we mean an event where multiple loads are switched on and off simultaneously. Single-load LMEs are also analyzed in Section 5 and are created from a subset of the
The five-step methodology that is used to construct a load modulation event. Unshaded boxes indicate simulations, while shaded boxes indicate analysis.

Step 1 exposes the system to a discrete event. For this work, a 1000 MW braking resistor is used as the discrete event. The purpose of this discrete event is to create a disturbance that can be further analyzed with modal analysis in Step 2. In Step 2, system modes are determined using PowerWorld’s modal analysis tool by analyzing 500 kV bus voltage angle profiles generated in Step 1. Key outputs of the modal analysis include estimates of damping percent, frequency, and the magnitude of the mode’s real portion of its eigenvalue. These parameters are used to select a single mode for study in Steps 3–5.

Step 3 exposes the system to a forced 500 MW oscillation. This is accomplished by adding a load to the system and oscillating at one of the discovered modal frequencies. Given the well-known NSA and NSB modes of the WI, we chose a bus in Southern California as this area contains one of the oscillating sets of generators for both modes and has potentially high EV adoption. This initial location is chosen using engineering judgment for an area known to participate in the system modes. However, the intent of
the methodology is to develop a process for selecting candidate buses that best excite the NSA and NSB modes.

Next, in Step 4, the results of modulating a single load are analyzed and load buses for the LME are selected that appear to be most affected by the modulated 500 kV load selected in Step 3. As previously mentioned, Steps 1–3 use engineering judgment to determine where to place the brake and the initial oscillating load. Step 4, however, looks at the frequency response of load buses system wide and ranks them according to the magnitude of their frequency deviations. The buses with largest frequency response to load modulation according to this metric are in Canada. Step 4 also determines the phase angles of the frequency deviations with respect to each other which is useful for determining which groups of generators are oscillating against each other. A plot of Step 3’s bus frequency vs. time for load buses is displayed in Fig. 4. In effect, Fig. 4 shows each load bus’s response to the oscillating load, where larger frequency excursions indicate that the
bus may be more susceptible to excursions when forced oscillations occur at the resonant frequency. Furthermore, there are approximately 2–4 sets of sinusoids, each oscillating at a different phase angle. We hypothesize that the buses with greatest frequency excursions will also make the best candidates for affecting the grid when modulated at resonant frequency.

Figure 5: Fit frequency vs. time from Step 4 for load buses >50 MW.

Thus, to construct an LME, it is desirable to select the buses from Fig. 4 that exhibit the largest frequency response from each set of sinusoids. To facilitate this, the raw data of each bus’s frequency response in Fig. 4 is fit to the model $y(t) = A \sin(2\pi f_0 t + \theta) + \beta$ using MATLAB’s least squares fit algorithm. The estimated parameters of $\theta$ and $A$ for each curve can then be used to determine which sinusoidal packet the raw curve belongs to ($\theta$) and the buses with the largest frequency excursions ($A$). The estimated values of $f_0$ and $\beta$ represent the offset and frequency of the curves, but are not used beyond fitting curves to the raw data. The fit curves for a sample time period of approximately 2 cycles are displayed in Fig. 5.

After fitting the raw data to the model, curves are sorted by phase angle.
As seen in Fig. 6, much of the data is consolidated into two separate groups approximately 180 degrees out of phase with each other. Specifically, Fig. 6 shows that there is a cluster of buses with phase between 340 and 5 degrees and a second cluster of loads between 150 and 210 degrees. Candidate buses to construct the LME are selected by choosing the \( N \) loads from each phase group with the largest frequency response.

Finally, the LME is constructed in Step 5 by identifying the loads with greatest fit amplitudes \( A \) in each of the two phase groups shown in Fig. 6. The LME is then composed of load at the 10 locations with largest \( A \) in each phase group (i.e., 20 total–10 on each end) which are modulated at the resonant frequency determined in Step 2. Each phase group’s loads are then modulated 180 degrees out of phase with each other. The results that follow are the Step 5 simulations constructed using this process.

5. Load Modulation Event Results and Discussion

Two different sets of results, with each set composed of three simulations, are described and analyzed below with regard to oscillating load. The simu-
lations in Set 1 correspond to the full WI system using forced oscillations at the same frequency as the NSA mode that, as previously discussed, tends to cause power fluctuations along the COI. The simulations in Set 2 correspond to the WI system with the Alberta system disconnected. This topology modification is selected because it has been reported that removal of the Alberta system tends to simplify the system by consolidating its two dominant modes into a single system mode and decreasing system damping \[7, 9\]. Furthermore, there is history of Alberta either disconnecting entirely from the WI \[7, 9\] as occurred in 2000, or being weakly connected to the WI because of tie line outages \[9\]. The expected location of observation for this mode is again along the COI. The descriptions of the six simulations evaluated in this work are:

1. Simulations on full WI: NS Mode A
   - 1-SLSC (Single-Load Southern California): 500 MW oscillating load at a single Southern California bus.
   - 1-SLFR (Single-Load Frequency Response): 500 MW oscillating load at bus with largest frequency response. This bus is located in Alberta, Canada.
   - 1-DLFR (Distributed-Load Frequency Response): 500 MW of oscillating load at 20 buses, each of size 25 MW. Phase groups in the ranges \(140 < \theta < 150\) and \(330 < \theta < 350\) were chosen based on several tests.

2. Simulations on WI: Alberta disconnected (combined mode)
   - 2-SLSC: 500 MW oscillating load at a single Southern California bus.
   - 2-SLFR: 500 MW oscillating load at the bus with largest frequency response. The bus is located in British Columbia, Canada.
- 2-DLFR: 500 MW of oscillating load at 20 buses, each of size 25 MW.

Phase groups in the ranges $170 < \theta < 190$ and $340 < \theta < 360$ were chosen based on several tests.

A prefix of 1 or 2 in the simulation abbreviations indicate which simulation set it belongs to (for example, 1-SLSC refers to simulation set 1); no prefix means that its general and not specific to either set. While simulation sets 1 and 2 implement the EV loading described in Section 2 to stress the existing system, they relax the requirement of placing the oscillating loads on buses with EV loads. In doing so, the simulations evaluate additional buses for potential issues. In other words, the studies are more conservative than if oscillating load were only allowed at the same location and magnitude as the EV loads described in Section 2.

Both SLSC simulations are developed in Step 3, while the DLFR simulations are developed by the process outlined in Section 4. Fig. 4, Fig. 5, and Fig. 6 correspond specifically to the development of simulation 1-DLFR. While neither of the SLFR simulations is explicitly described in Section 4, Steps 1–4 are used to select the bus that appears most sensitive to forced oscillations. In the case of 1-SLFR, the bus most sensitive to forced oscillations could not support an additional 500 MW load, so we placed the load at an adjacent bus capable of supporting it.

The results of simulations 1 and 2 are shown in Fig. 7. Impact Factor, defined as $IF = \frac{\text{Peak-to-peak path flow}}{\text{Controllable load}}$, is used to measure the relative increase in power flows along the COI given a specific amount of modulated load. The peak-to-peak path flow is the maximum observed flow minus the minimum observed flow over a 10-second window on the COI, where the system response to the forced oscillation appears to have reached a steady-state.
magnitude. Thus, an impact factor of 2 would correspond to a 1000 MW oscillation on the COI given 500 MW of modulated load, while an impact factor of 0 would correspond to a 0 MW oscillation.

SLSC and SLFR add a new 500 MW load at the appropriate system bus. This is done because very few loads in the system are greater than 500 MW. On the other hand, distributed-load simulations and DLFR are modeled by adjusting the load levels of existing loads greater than 50 MW in the system (base loading plus additional EV loads). Additionally, when modulating loads, the desired set points are programmed into the transient stability software but because of the voltage and frequency dependence of load, there are deviations from these set points and sometimes shifts in the range for which the set points are originally programmed. Our work ignore these factors as the simulations are based on the intended load set points.

Generation and load tripped in the distribution-load simulations are tracked in Tab. 1. We observe in 1-SLSC an impact factor of slightly less than 0.75 when choosing a bus in Southern California on which to place the modulated load. However, in 1-SLFR and 1-DLFR, where loads are
Table 1: Summary of generation and load tripped as a result of load modulation.

<table>
<thead>
<tr>
<th></th>
<th>1-SLC</th>
<th>1-SLFR</th>
<th>1-DLFR</th>
<th>2-SLSC</th>
<th>2-SLFR</th>
<th>2-DLFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generation</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Load</td>
<td>0</td>
<td>0</td>
<td>22.24 MW</td>
<td>0</td>
<td>0</td>
<td>19.9 MW</td>
</tr>
</tbody>
</table>

selected by the Section 4 frequency analysis method, elevated COI flows are observed. 1-SLFR has the largest impact factor of almost 2.5, while 1-DLFR has an impact factor of almost 1.5. These results support the use of the Section 4 methodology for identifying potentially problematic buses for EV attacks. The methodology is further bolstered when considering that, by just choosing a bus (1-SLSC) that might appear to be a good candidate based on engineering judgment, it is possible to get impact factors less than 1. These results indicate that modulating relatively low levels of load can significantly affect system flows. It should also be noted that, while the focus of this work is to demonstrate that modulating loads can produce significant impact factors on the COI, it was observed that other critical WECC paths had oscillating power flows; however, the COI oscillations were more pronounced.

In simulation Set 2, slightly elevated impact factors are observed in 2-SLFR and 2-DLFR, but they are significantly smaller than those of 1-SLFR and 1-DLFR. In 2-SLSC, an impact factor of slightly less than 1 is observed on the COI when choosing a bus in Southern California on which to place the modulated load. However, in 2-SLFR and 2-DLFR, where loads are selected by the frequency analysis method described in Section 4, impact factors greater than 1 are observed. For 2-DLFR and 2-SLFR, the impact factors are approximately 1.15 and almost 1.4, respectively. This again
lends support to identifying potentially problematic buses for demand-side EV attacks using the Section 4 methodology.

In both simulation sets, placing all 500 MW of modulated load on a single bus has the largest impact factor (SLFR) when choosing buses with the largest frequency response. However, both distributed-load modulation events (DLFR) had a greater impact than choosing a single bus for the placement of the 500 MW of modulated load based on engineering judgment (SLSC) and also resulted in minor load shedding because of the composite load model’s internal protection. This lends credibility to being able to adversely affect the grid by coordinating many smaller loads rather than by using a large single load. A distributed event with many smaller loads instead of a single large load is also likely easier to map to real EV loads on the power system.

6. Conclusion

This work evaluates the effect of manipulating forecasted EV loads on a realistic representation of the WI. Two different types of events are explored: a single, large, discrete, simultaneous load drop occurring across the WI and load modulation events using much smaller amounts of load. The second simulation set involving modulating load was tested both with and without Alberta connected to the grid. In both, a forced load oscillation using load is applied to the WI with the intention of inducing inter-area oscillations. Inter-area oscillations are of concern because they put the grid in an elevated state of risk during system events, may foreshadow protective actions [23], and can make it difficult to achieve ideal transfer capacities and optimal power flows [24].
This paper does not find significant adverse effects caused by the scenario events. While there is some generation and distributed-load tripping in the static load drop event and impact factors of ~2.5 on the COI in the dynamic single-point LME, these events do not independently cause significant system-wide cascading outages. The authors recognize that the full space of potential power system events due to controlling load is larger than the study scope. Future work will focus on better understanding the full space of LMEs with respect to EV infrastructure and characterizing the extent of their impact on bulk electric power grids.
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