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Abstract

In this project we proposed to accelerate biomarker discovery and improve disease prediction by combining image and omic data using a single, unified modelling approach. We hypothesized that much richer information could be derived from both the image and omic data when they are analyzed together. Using imaging mass spectrometry (IMS) data collected from mice we fused image and omic data to increase the resolution of the IMS data. Using human data provided to us by Oregon Health and Science University, we developed an initial modeling framework that can increase the accuracy of both imaging and MS datasets.
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1.0 Research

The goal of this project was to develop a machine learning method to fuse image and omic information to improve biomarker discovery and improve disease prediction accuracy. We did this with two different data sets. The first was furnished by Kristin Burnum-Johnson (manuscript in progress). The data set consists of images and proteomic measurements collected from mouse samples. Their analysis focused on identifying the peptides that were differentially expressed in the different tissue types present in the sampled tissue. The proteomic measurements were taken from sample squares that measured 50 microns on each side. In practice, they would like to be able to resolve the proteomic maps at a higher resolution.

To increase the resolution of the peptide data, we used image processing techniques to turn the one-dimensional grayscale image of the mouse sample into separate channels that represent different features of the image, e.g., boundaries, tissue categories, and gradient changes, in order to derive more information from the image. When then appended the proteomic information in order to correlate image features with the map of protein abundances. Because the image data are available at the pixel level, we were able to increase the resolution of the peptide information to the pixel level as well. There are >193K pixels in each of the 50-micron squares from which the peptide information was derived.

An illustration of the proposed method is above in which the channels in the image are represented by the first four images inside of the brackets while the peptide information is the final image with the red and black squares. The “f” represents our method of fusing all five images and the final image on the right-hand side of the equal sign contains the pixel level predictions for the peptide used to train the model. Again, the peptide abundances are plotted at the pixel level.

After developing this initial method on the mouse data, we also analyzed human data provided to us by our collaborators at Oregon Health and Science University (OHSU). They sent us three tissue samples along with images of the tissue with health and tumor areas identified. The normal and tumor tissues (along with some surrounding area) were analyzed using PRISM-SRM which generated peptide abundances for 64 peptides in each tissue type.
The peptide data were initially analyzed on their own in order to identify if any of them are differentially expressed in the tumor versus normal tissue types. Twenty-five of the peptides showed significantly different abundances in the tissue types. The image data were then analyzed in order to identify image features that correlate with normal and tumorous tissues. The most important image feature in determining if a region of the image represents a healthy or tumorous area is the darkness and density of the region. Because we only have three tissue samples and four tissue types, we are not currently able to fuse the image and omic information in a meaningful way. However, these initial results will be used in an NIH R01 grant proposal in order to secure funding to generate more data for the fusion component of the method.