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Executive Summary 

Coal-fired power plants are a large source of anthropogenic carbon dioxide (CO2) emissions worldwide. 
Post-combustion carbon capture by chemical absorption can be a promising technology to reduce CO2 
emission from power plants. The absorption is carried out via countercurrent flow in the packed columns.  
Monoethanolamine (MEA) is a commercial solvent option for post-combustion capture, but requires 
significant energy to operate.  Alternate solvents are being explored as a means of reducing the energy for 
carbon capture.  These include CO2 binding organic liquids (CO2BOL), a water-lean solvent currently 
being developed as a prospective carbon capture solvent at the Pacific Northwest National Laboratory. The 
purpose of the current work is to demonstrate the efficacy of computational fluid dynamics (CFD) as a 
useful tool to understand the behavior of CO2BOLs and other new advanced solvents in the packed column, 
where hydrodynamics and mass transfer phenomena are unknown.  This report demonstrates the validation 
of multiphase flow simulations against the experimental results for both structured and random packed 
columns using MEA. The reactive multiphase flow simulations using volume of fluid method were 
conducted at a wide range of liquid loads and contacts angles. The effective area is one of the critical factors 
dictating interphase mass transfer due to chemical reactions. Accordingly, CFD-predicted effective areas 
were compared with the experimental results of Tsai et al. [1] for Mellapak 250.Y structured packing. Both 
results matched well at different liquid loads in the presence of fast chemical kinetics using caustic solvents. 
Further, reactive multiphase flow simulations were also conducted in pall ring random packing to compute 
effective areas in the presence of fast chemical reactions. The CFD-predicted effective area compared well 
with correlation developed by Song et al. [2]. Based on the validations outlined in this report the simulation 
framework can next be used for predicting the hydrodynamics and mass transfer phenomena for CO2BOL 
and other advanced solvents.  The predictive models could also be used in the design optimization of the 
packed column. In addition to validation of the CFD model, this report also explains the mechanism for 
enhanced liquid side mass transfer for a structured packed column as compared to a wetted-wall column. 
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1.0 Background 

The capture and storage of CO2 from coal-fired power sources has the potential to reduce global emissions 
by 20% [4]. Post-combustion capture is the most popular configuration for CO2 capture, because existing 
fossil-fuel power plants can be retrofitted to include CO2 capture technology [5].  Solvent absorption by 
countercurrent flow in a packed column is a promising technology for mitigating CO2 emissions from power 
plants [6-8]. The structured/random packing used in the packed column provides a large surface area for 
mass transfer while minimizing pressure drop across the column [9]. Before deploying this technology to 
industry, its performance and scalability must be investigated [10].  Accordingly, hydraulic characteristics 
and mass transfer between flue gas and liquid solvent phases in the packing system need to be better 
understood for optimal packing design. It is a challenging problem because of the large number of factors 
that influence the hydrodynamics and mass transfer behavior, such as solvent properties, surface 
characteristics, packing design, and liquid loading [11]. In this view, understanding the local 
hydrodynamics and mass transfer behavior is important because it reflects the liquid flow pattern within 
the column that significantly influences the overall mass transfer rate between phases. 

This report describes the development of the computational framework for three-dimensional reactive 
multiphase flow simulations in the packed columns. The absorption of CO2 using monoethanolamine 
(MEA) and caustic (NaOH) solvents is demonstrated for future flow predictions with other solvents, such 
as CO2 binding organic liquids (CO2BOL) in the packed columns. The methodology and mathematical 
formulations are briefly presented in Section 2. The mechanism for enhanced liquid side mass transfer in 
the packed column is presented in Section 3. Sections 4 and 5 describe the computational fluid dynamics 
(CFD) models for structured and random packed column and validations, respectively. The last section 
summarizes the outcome of the current work.  
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2.0 Methodology 

2.1 Mathematical Formulations 

Multiphase flow simulations for hydrodynamics and species transport in a representative elementary unit 
(REU) of Mellapak 250.Y structured packing were performed using the volume of fluid method (VOF) 
method [1]. The governing equations are as follows:  

 0 u , (1) 

   ( )
( )

T
p

t

   
           


u

uu u u g F , (2) 

Where p is the pressure, and g is gravity. F is a singular force raised due to interfacial surface tension that 
produces a jump in the normal direction across the interface. The terms ρ and μ are phase average density 
and viscosity, respectively, and are computed as follows.  

 
( )

( )

g l g

g l g

    

    

   
   

 (3) 

Here, α	is the volume fraction of secondary phase and suffices l and g denote the liquid and gas phase, 
respectively. The conservation Eqs. (1) and (2) are solved using the VOF method [1], which allows the 
entire flow field to be treated as a single phase. The surface tension force (F) that appeared at the gas-liquid 
interface is implemented by continuous surface force model (CSF) [2]:  

  1
2 g l

 
 





F  (4) 

where σ is the interfacial tension, κ	is the local curvature of the interface, and ׏α presents direction vector. 
The curvature κ is computed by the divergence of the unit normal n̂     . 

 ˆ. n     (5) 

The interface where two fluids meet the wall is computed by wall adhesion and the contact angle (). The 
normal vector at the interface is adjusted near the wall by the following equation: 

 ˆˆ ˆ cos sinwall walln n t    (6) 

where ˆˆ  and  wall walln t  are the unit vectors normal and tangential to the wall, respectively.  

The interface between the phases is captured by solving the additional transport Eq. (7) for scalar α whose 
value varies from 0 to 1.  

 (1 ) 0ct

   
       


u u  (7) 
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Here, uୡ	is sharpening velocity computed as C ൈ |u|
஑׏

|஑׏|
, C is sharpening factor. The last term in the Eq. (7) 

is artificially introduced that acts against the interface smearing and assures the shape interface. Note that 
it only acts in the vicinity of interface, and, therefore, does not significantly affect the solution in the rest 
of the flow domain. In the case of two-phase simulation, Eq.  (7) is solved only for the secondary phase, 
and volume fraction of the primary phase is computed as ሺ1 െ ሻ.  

2.2 Species Transport Equation 

The single fluid formulation for mass transfer between two phases developed by Haroun et al. [3, 4] and 
Marschall et al. [5] are used in the flow simulations. It is capable of simulating species transfer across 
interfaces having arbitrary morphology using interface capturing methods, such as the VOF method. In this 
method, a single set of scalar transport equations is solved for the entire flow field.  

  i
i i i i

C
C D C S

t


     


u  (8) 

Here, Ci and Di are the concertation and diffusivity of the ith species. Si is the species source term that 
accounts for the production of the ith species due to chemical reactions. The computation for the source term 
was followed by the method explained by Wang et al. [6].  

 
2i S COS r C C   (9) 

Here, r is reaction rate constant (will be explained later) and CS is the concentration of solvent (S [OH-] 
and RNH2 in case of absorption via caustic and MEA solvent respectively). The previous reactive 
multiphase flow investigations using the VOF method conducted by Wang et al. [6] were performed in a 
2D rectangular flat channel that minces the wetted wall column. Because of the smaller flat domain, 
meshing was not a challenging issue in their study. In contrast, meshing is one of the major challenges in 
the present study due to the 3D corrugation sheet. One needs micron-sized mesh near the interface in the 
reactive mass transfer problem, which is not affordable in the 3D simulation of structured packing. Equation 
(9) was modified by introducing an additional polynomial factor presented in Eq. (10). 

  
2

1
ba

i S COS r C C    (10) 

The additional factor was expected to overcome the impact of slightly coarser mesh near the interface. The 
value of the exponential factors ܽ	and ܾ was calibrated against experimental data. The above expression 
(10) was incorporated as a source term in the Star-CCM+ via Field function.  

2.3 Reaction Chemistry for Absorption of CO2 in Aqueous NaOH 
Solution 

The effective area (interfacial area) in the packed column was computed via Danckwerts method [7], which 
is based on absorption of CO2 into caustic solvent sodium hydroxide (NaOH). The rate of reaction for 
absorption of CO2 in caustic solvent is very fast and considered to be an instantaneous reaction [8]. Under 
this condition, mass transfer due to physical absorption is negligible as compared to a corresponding one 
due to chemical reaction [9]. Therefore, mass transfer due to reaction kinetics is only for accounted in the 
flow simulations. The reactions involved in the chemical absorption are as follows: 
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 2( ) 2( )CO COg l   (11) 

 2( ) 3CO +OH HCOl
    (12) 

 - - 2-
3 3 2HCO +OH CO +H O   (13) 

The rate of the reaction (13) is significantly higher than the rate of reaction (12). Subsequently, the reaction 
(12) dictates the overall reaction and can be considered as the pseudo first-order irreversible reaction [8]. 

 2
2( ) 3 2CO +2OH CO H Ol

    (14) 

The rate of reaction can be expressed as: 

  -
2OH CO

OH
r k        (15) 

Here, kOH
- is the second-order reaction rate constant. At a very small concentration of CO2 and superfluous 

amount of hydroxide ion, the reaction (15) can be treated as the pseudo first-order reaction. Accordingly, 
the concentration of [OH-] in the source term of Eq. (10) was kept constant. The rate constant can be written 
as  

  1 2r k CO  (16) 

where k1 is the first-order reaction rate constant given as -
1 OH

OH
k k      . The value of the reaction rate 

was computed using the correlation developed  by Pohorecki and Moniuk [8].  

 

2
10

10

log 0.221 0.016

2382
log 11.895

OH

OH

OH

k
I I

k

k
T











 
       


  

  (17) 

Here, I is ionic strength of the solvent, and T is absolute temperature. Further, the overall mass transfer 
coefficient was computed using the correlation developed by Pohorecki and Moniuk [8]. 

 2

2

,[ ] CO lOH
g

CO

k OH D
k

H




    

Here, 
2COH  is Henry constant and 

2 ,CO lD  is diffusivity of CO2 in liquid.  

2.4 Reaction Kinetics for Absorption of CO2 in Aqueous MEA Solvent 

As mentioned earlier, the aqueous VOF method solutions of MEA are the most commonly used solvents 
for CO2 capture via absorption due to high reaction rates [10]. However, reaction kinetics for absorption of 
CO2 in MEA solvent are complex and not fully understood in spite of significant investigations. The 
majority of work assumes the reaction proceeds through a zwitterion mechanism [7, 11]. The zwitterion 
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mechanism was originally proposed by Caplow [11], but became popular after its reintroduction by 
Danckwerts [7]. The reaction between CO2 and MEA (R1R2NH, here R1 is െܥଶܪଶܱܪ	and R2 ൌ െܪ	) is 
assumed to be a two-step mechanism [7, 12]. The first step of the reaction involves the formation of a 
zwitterion. 

 2

-1

K + -
2 1 2 1 2K

CO +R R NH  R R NH COO   (18) 

The next step is formation of carbamate by removal of the proton by a base (such as amine, HଶO, OHି, etc.) 

 bK+ - - +
1 2 1 2R R NH COO B  R R NCOO BH    (19) 

Most of the absorber operates at low CO2 loading, and the zwitterion formation is rate controlling. The 
concentration of the bicarbonates and carbonates are not significant in such conditions. The second step 
reaction (19) is ionic and virtually instantaneous. The overall reaction can be treated as an irreversible 
second-order reaction. The second-order reaction rate constant (k) is characterized by the temperature-
dependent rate expression given by Hikita et al. [13].  

 10log 10.99 2152k T    (20) 

Here, k has unit of liter/gmol.s and T is the absolute temperature in K.  

2.5 Numerical Scheme 

Reactive multiphase flow simulations were conducted using Star-CCM+ 12.0 [14]. The unsteady flow 
simulations were conducted via implicit transient formulation. The high-resolution interface capturing 
(HRIC) was used in the discretization in the interface, which is suitable for tracking the sharp interface [15]. 
Velocity and pressure are coupled using the segregated model. The momentum equation is solved in each 
direction separately. The linkage between the momentum and continuity equations is achieved with a 
predictor-corrector approach based on a Rhie-and-Chow-type pressure-velocity coupling combined with a 
Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm [16].The second-order upwind 
scheme was used in the spatial discretization of all equations. The simulation employed an implicit solution 
scheme in conjunction with an algebraic multigrid method (AMG) for accelerating convergence of the 
solver. Convergence of the solution was assumed when the sum of normalized residual for each 
conservation equation was less than or equal to 10-3. In addition to that, simulations were terminated when 
the concentration of the CO2 at the outlet and inlet was nearly constant. A very small variable time step 
(~10ିହ	sec.) was used in the simulation to satisfy the Courant–Friedrichs–Lewy (CFL) condition (Courant 
number = 0.50) for stability. Consequently, flow simulations become computationally expensive.  
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3.0 Direct Effect of Solvent Viscosity on the Physical Mass 
Transfer in a Packed Column 

3.1 Introduction 

Mass transfer between phases is a critical factor dictating the overall efficiency of the packed column 
employed in absorption, distillation, and extraction industries. Indeed, it governs the size of the column. 
The mass transfer in the packed column is a complex phenomenon that depends on the various factors such 
as solvent prosperities, local hydrodynamics, reaction kinetics, etc. The liquid flow pattern within the 
column significantly influences the overall mass transfer rate. In this context, understanding the mass 
transfer phenomenon is required for performance improvement of a packed column.  

A number of experimental and theoretical studies have been conducted to explain the mechanism for mass 
transfer in structured packings. Various theories, including two-film theory [17], penetration theory [18], 
surface-renewal theory [19], and boundary-layer theory are applied to explain the mass transfer in a packed 
column. Most of the models for physical mass transfer are based on the two-film theory, which only 
considers the molecular diffusion in stagnant films that form each side of the gas-liquid interface [17]. On 
the other hand, Higbie’s penetration theory [18] considers the residence time of a fluid element at the 
interface. It suggests an elementary idea to account for turbulence in mass transfer phenomena. 
Subsequently, correlation for the mass transfer coefficient is derived in terms of various dimensionless 
numbers, such as Reynolds, Schmidt, Froude, or Galileo number. Previously, the wetted wall column 
(WWC) concept was adopted to predict mass transfer based on the assumption of a well-defined geometry 
and precise surface area in the structured packings. However, recent investigations have shown complex 
flow behavior inside the packed column along with the presence of different flow morphologies. As a result, 
the mass transfer prediction significantly deviates from the WWC. The mass transfer between phases is 
dictated by many factors. Surface tension was proposed to have a negligible effect on mass transfer in the 
turbulent wavy film flow [20]. On the other hand, viscosity is one of the critical factors affecting the mass 
transfer phenomenon. A large value of solvent viscosity can lead to a significant reduction in the mass 
transfer coefficient. High solvent viscosity can slow diffusion of gas through the gas-liquid interface 
(indirect effect) and modify the local hydrodynamics by generating a more stabilized liquid film on the 
packing surface (direct effect). As a result, mass transfer across the interface can be significantly reduced.  

The effect of viscosity on the mass transfer coefficient has been investigated in detail over the last few 
decades. Rochelle and his coworkers [21-25] have performed extensive experimental studies examining the 
performance evaluation of structure/random packings. The effects of various factors impacting the mass 
transfer area [23-25] and mass transfer coefficients between phases [21, 22] also have been extensively 
investigated. Song et al. [21, 22] have experimentally investigated the physical mass transfer for various 
carbon capture packings. The effect of viscosity on the overall mass transfer coefficient has been explained 
in two parts: (1) direct contribution due to hydrodynamics and (2) indirect impact that accounts for solvent 
diffusivity. An experimental campaign designed to study these factors could be expensive and time-
consuming. Conversely, CFD simulations may be leveraged in the design process to achieve economic and 
efficient solutions while providing important insights into the physics. Notably, CFD does not replace the 
need for measurements, but it may diminish the amount of experimentation required and complement the 
setup and analysis. In addition, CFD steadily has been gaining acceptance for studying the flow 
characteristics in structured packings over time [26-30].  

Haroun et al. [3, 4] and Marschall et al. [5] have developed the single fluid formulation for mass transfer 
between two phases. It is capable of simulating species transfer across interfaces having arbitrary 
morphology using interface capturing methods, such as the VOF method. To capture the concentration 
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jump across the interface, both approaches used Henry’s law with a constant coefficient for thermodynamic 
equilibrium of chemical species. This approach also is employed [9, 31-33] for various chemical processes 
where mass transfer is important. Nieves-Remacha et al. [31] use this approach to simulate the 
hydrodynamics and mass transfer phenomenon in advanced-flow reactor technology, an alternative to scale-
up continuous-flow chemistries from micron to millimeter scales. Hu et al. [34] have conducted a VOF 
simulation similar to the method suggested by Haroun et al. [4] for mass transfer in a falling wavy film. 
They characterize the CO2 absorption mass transfer in vorticity in the vicinity of the interface and the local 
CO2 concentration. In the same context, Singh et al. [35, 36] have conducted VOF simulations for film and 
rivulet flow over an inclined plate for the shape gas-liquid interface and flow morphology. Extensive 
multiphase flow simulations also have been conducted that account for the factors affecting rivulet shape 
and stability. Note that the shape of the interface significantly affects the mass transfer across it. Sebastia-
Saez et al. [37] have investigated physical mass transfer in a countercurrent flow over an inclined plate. 
Mass transfer due to physical absorption shows non-monotonic variation with increased liquid load. The 
maximum value of mass transfer is observed at the fully wetted film. Recently, Chao et al. [32, 33] have 
applied a similar approach for physical and reactive mass transfer for CO2 capture in a WWC, where they 
show the advantage of CFD modeling over the standard two-film theory. In addition, CFD modeling can 
account for local flow hydrodynamics, such as wavy interface, and variation in film thickness in CO2 
capture. Haroun et al. [4] shows that mass transfer between phases strongly depends on the packing design. 
A sheet of triangular channel shows higher mass transfer than a flat surface. However, their problem setup 
was limited to concurrent gas-liquid flow.  

In a recent experimental study by Song et al. [22], the direct effect of viscosity on the mass transfer 
coefficient is shown to be significantly higher than the corresponding one for a WWC. The mass transfer 
coefficient for a WWC was derived by Pigfor [21] and can be expressed as:  

 
1 3

0.333 1 6 1 6 1/2
1 2

1.15L L L L

a
k u g D

L
   

   
 

, (21) 

where Lu  is solvent velocity at the inlet, L  is the kinematic viscosity, g is the gravitational acceleration, 

LD  is the diffusivity of the transport species in the solvent phase, a is the solvent inlet size, and L is the 
WWC height. This analytical expression (21) was derived via solving the hydrodynamic equations for 
laminar film falling over a vertical plate coupled with mass transfer in accordance with the penetration 
theory [38, 39]. On the other hand, a similar correlation was derived from extensive experimental outcome 
for the packed columns [22]: 

 0.565 2/5 1/6 0.065 1/20.12L L L p Lk u g a D    ,  (22) 

where pa  is a specific area of the packings presented as m2/m3. Equation (22) clearly shows a higher impact 

of solvent viscosity on the mass transfer coefficient for a packed column with an exponent of −2/5 as 
compared to −1/6 for the WWC (Eq. (21)). In addition, a larger dependence of mass transfer on the solvent 
velocity (uL) also can be identified for the packed column with an exponent of 0.565 compared to 0.33 in 
Eq. (21). Of note, the flow in a packed column is more complicated compared to WWCs because of various 
factors, including the intermittent nature of the liquid distributor, surface characteristics of the packing 
material, and the turbulent nature of flows due to design and arrangement of packing units. As a result, flow 
in the packed column significantly deviates from a well-controlled laminar flow found in the WWC. 
Subsequently, it may contribute to the enhanced dependency of mass transfer on the viscosity [22]. 
However, unlike the analytical expression for WWC (Eq. (21)) that is corroborated by a rigorous and 
quantitative theory, the exact mechanism is not fully understood for the packed column, and associated 
quantitative analysis is still lacking. In this context, an extensive theoretical study with numerical 
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simulations will provide significant insights and quantitative explanations of the physics behind the 
correlation in Eq. (22), as well as additional insights into the design optimization of a packed column.  

3.2 Mathematical Formulation of the Physical Mass Transfer  

We consider a wavy film with rolling waves falling over a vertical flat plate due to gravity with the physical 
mass transfer of gas species across the gas-liquid interface. Figure 1 shows the schematic of the problem, 
where rolling waves can be characterized by an amplitude A, wavelength λ, and wave speed ࢛࢝. As a result, 
the thickness profile ሺ࢞,  ሻ of the wavy film varies vertically in the falling direction. The x-axis is directed࢚
downward in the streamwise direction (see Figure 1), and the y-axis is perpendicular to the plate. The 
governing (continuity and momentum conservation) equations dictating the falling film are given as:  

 0
u v

x y

 
 

 
, (23) 

 
2 2

2 2

1 L

L L

u u u P u u
u v g

t x y x x y


 

      
             

, (24) 

 

Figure 1. Schematic description of a wavy film falling over a vertical plate, where u and v are 
vertical and horizontal velocity, respectively. The falling film with an average thickness 
δ0 can be described by a rolling wave with an amplitude A, a wavelength λ, and a wave 
speed uw. 

 
2 2

2 2

1 L

L L

v v v P v v
u v

t x y y x y


 

      
            

, (25) 
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where u and v are the vertical and horizontal components of the velocity, ρL is the liquid density, µL is the 
dynamic viscosity, and P is the pressure. A parabolic velocity profile in the streamwise direction for u may 
be established across the film, which is based on the exact solution of a steady and fully developed laminar 
film flow [40]:  

      
2

2 3

3 2
,

2

q y y
u x y

w x x 
 

   
 

. (26) 

Here, w is the width of film along the direction perpendicular to the x-y plane, and q is the flow rate, 

     
0

, ( )
x

avq w u x y dy w u x x


   , (27) 

where ( )avu x  is the average vertical velocity at a location x. Using Eq. (26), the gradient of vertical velocity 

u in the x direction can be related to the local film thickness δሺxሻ, 

  4

3
4 3

2

u u q y
y

x x w x

 
 

   
   

   
. (28) 

The gradient of lateral velocity v along the y direction at the interface can be computed using the continuity 
Eq. (23) 

 
   

2
0

3 1

2y xy x

v u q

y x w x




  
  

  
, (29) 

where δ଴ is the average film thickness that can be written as 

 
1 32

0 2

3 ReL

L g




 
  
 

 (30) 

according to the Nusselt theory [41]. Here, Re is the film Reynolds number defined as,  

 Re L L

L L L

q u aq

w w


  

   , (31) 

where a is the size of the solvent inlet, Lu  is the solvent velocity at inlet, and L  is the kinematic viscosity 
of the solvent. For a turbulent wavy film flow, transport near a gas-liquid interface is governed by eddies 
whose length and velocity scales are characterized by bulk turbulence [20, 42]. According to the mixing 
length model for eddy diffusion [43], the eddy diffusivity stemming from the local turbulent flow in the 
direction normal to the vertical plate can be written as: 

 
 

 2

1Le

y x

v
D C y

y 


  


. (32) 

Here, C1 is a proportional constant, Δy is the penetration depth of gas species into the solvent during a 
single wave period wT u  (shown in Figure 1). The penetration depth Δy depends on the wave 
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frequency f and can be related to the diffusivity of that species in liquid phase (DL) and the frequency ( f ) 
of rolling waves,  

 L L wy D f D u   . (33) 

Substitution of Eqs. (29) and (33) into Eq. (32) leads to the expression for eddy diffusivity LeD : 

 
1/32

1/3
10.72 ReL

Le L
L

g
D C f D

x




  
      

. (34) 

To determine LeD , the thickness gradient x   and the wave frequency f need to be modeled explicitly. 
We assume that an arbitrary fluid element at the gas-liquid interface follows a random walk motion along 
the y direction (shown in Figure 1) due to the momentum transfer. The velocity of that fluid element over 
a single period T of the rolling wave can be written as: 

 w
y L L

u
V f 


  , (35) 

where, again, νL is the kinematic viscosity; λ is the wavelength; uw is the wave speed; and wf u   is the 
wave frequency. Concurrently, the same fluid element also will experience downward motion along the x 
direction because of the gravity and vertical velocity gained during the same period T and can be written 
as: 

 x
w

g
V g

u f


  . (36) 

The gradient of film thickness along the x direction ( x  ) can be approximated using the wave amplitude 
A and wavelength λ as: 

 
2A

x








. (37) 

A and λ can be related to the distance that the fluid element travels in vertical and lateral directions in a 
single rolling wave period T. These two quantities should be proportional to the speed in both directions 
and can be written as:  

 2

1

2
y

x

VA
C

x V





 


, (38) 

Where C2 is a dimensionless constant on the order of unity. To verify this relation, we use the results 
obtained from the nonlinear solution of the wavy film falling over a vertical plate by Shkadov [44]. The 
various optimum parameters of the wave regime, such as wavelength, wave propagation speed, and 
frequency, can be computed as a function of the Reynolds and Kapitza numbers (Ka), where Ka 
incorporates the effect of surface tension: 
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1 3 1/34

4 4

1L

L L L L

Ka
g g

 
   

   
    

   
, (39) 

Where σ is the surface tension. In Figure 2, we plot the variation of the computed value of A/λ with	 ௬ܸ/ ௫ܸ 
at three given Reynolds numbers with the Kapitza number varying between 400 and 4000. It can be 
observed that the variation of A/λ with	 ௬ܸ/ ௫ܸ remains unchanged for all Reynolds and Kapitza numbers 
studied. Furthermore, it clearly shows the linear scaling relation as ߣ/ܣ ൌ ଶܥ ௬ܸ/ ௫ܸ with 2 0.67C  . The 
numerical solutions [44] are in good agreement with our projection (Eq. (38)) and confirm that the ratio 
between wave amplitude and wavelength is proportional to the ratio of two velocity components gained 
during a single wave period T. 

 

Figure 2. Variation of normalized wave amplitude ሺࣅ/࡭ሻ with ratio of wave velocity 
components	ሺ/࢟ࢂ	࢞ࢂሻ at different Reynolds numbers. It shows the linear scaling 
ሺࣅ/࡭	~	࢞ࢂ/࢟ࢂሻ and independence of Reynolds number.  

Next, the ratio A/λ can be plotted as a function of Reynolds and Kapitza numbers using the same solution 
methods [44], 

 3 Ren mA
C Ka


 . (40) 

Here, C3 is another dimensionless constant. In Figure 3(a), we present the variation of /A   with Reynolds 
number Re. As expected, /A   increases with an increased value of Re. Conversely, /A   decreases with 
an increased value of Ka, which is shown in Figure 3(b) for two different Reynolds numbers. Physically, it 
can be understood by the fact that the increased value of the Kapitza number leads to a reduction in film 
thickness and an increase in wavelength. Subsequently, fluctuations in film thickness also decrease, causing 
a lower value of /A  . Both observations also are confirmed in the numerical simulations and will be 
explained in a later section (Figures 6 and 7). Accordingly, /A   decreases with the increased value of Ka. 
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In addition, /A   shows nonlinear variation with Re and Ka. To find the scaling relation for the variation 
of /A   with Re and Ka, nonlinear regression is conducted, and a scaling relation 0.78 0.47

3/ ReA C Ka   

is observed (shown in Figure 4) with 3 1 60C  , with	݉ ൎ 3/4	ܽ݊݀	݊ ൎ 3/7. 

 

Figure 3. (a) Variation of the normalized wave amplitude ሺࣅ/࡭ሻ	with Reynolds number at 
Ka=2850. (b) Variation of ሺࣅ/࡭ሻ	with Ka at two Reynolds numbers shows that 
normalized amplitude decreases with increased Kapitza number. 

 

Figure 4. Variation of normalized wave amplitude with Reynolds and Kapitza numbers shows 
the scaling /࡭	ࣅ	~	ࢋࡾ૙.ૠૡିࢇࡷ૙.૝ૠ. The exponents of the fitting for Re and Ka 
reasonably match the previous studies by Shkadov [44].  
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Finally, we can write these relations together as:  

 
3 2

2 2 3

1
Re

2
y L n m

x

VA
C C f C Ka

x V g





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
. (41) 

Substituting Eq. (41) into Eq. (34), the final expression for the eddy diffusivity for wavy film flow with 
rolling waves can be presented as: 
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1 3
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       = Re
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 

  
    
   
  (42) 

Here, C ൌ 1.44CଵCଶ
ଶ/ଷCଷ

ଵ/ଷ is another empirical constant that aggregates three constants together. To derive 
the expression for effect of viscosity on the mass transfer coefficient in a wavy film flow with rolling waves, 
the molecular diffusivity LD  in the analytical expression for WWC (Eq. (21)) can be replaced by the eddy 

diffusivity LeD . The difference in mass transfer between wavy film and uniform film flow is assumed to be 

primarily due to the difference in diffusivity. It generates the following expression:  
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  18 1/2n
LD

. (43) 

The original expression for WWC (Eq. (21)) can be fully recovered by substituting the value of the constant 
C = 1, exponents m = −1, and n = 0 in Eq. (43). However, in the case of a packed column, these values can 
differ because of the turbulent wavy nature of flow. From the solutions of wavy film flow with rolling 
waves, we find the exact values of exponents as 3 4m   and 3 7n   that can be estimated from the scaling 
relations (Eq. (40)), shown in Figure 4.  

Substituting the value of exponents of m and n into Eq. (42), the eddy diffusivity can be related to the 
Reynolds number (Re) and Kapitza number (Ka) 

 7 /12 1/7= ReLe LD C Ka D , (44) 

and the corresponding mass transfer coefficient ( Lek ) can be expressed as: 
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. (45) 

The preceding expression for effective mass transfer coefficient is based on the coupling of hydrodynamic 
equations and eddy diffusion. It can be quantitatively compared to the correlation derived from extensive 
experiments for a packed column (Eq. (22), repeated here for convenience),  

 0.565 0.17 0.065 0.4 0.50.12L L p L Lk u g a D   .  (46) 

It is clear that the mass transfer coefficient for wavy film has significantly higher dependence on both the 
solvent flow rate and viscosity compared to the uniform film flow in a WWC (Eq. (21)). This dependence 
matches well with the correlation (Eq. (46)) developed from an experimental investigation for a packed 
column [22]. The expression presented in Eq. (45) confirms the functional form of the correlation derived 
from the experimental observations (Eq. (46)) with a slight difference in the exponent values. The proposed 
mechanism, i.e., enhanced diffusivity due to wavy film flow in a packed column, reasonably captures the 
deviation of physical mass transfer from the WWC. Furthermore, the present expression for the mass 
transfer coefficient explores additional contributions from interfacial surface tension. Note that this term is 
missing in the experimentally derived correlation (Eq. (46)), which highlights the impact of surface tension 
on the hydrodynamics, thereby influencing the mass transfer phenomena. While it may be minor for an 
aqueous amine-based solvent, it can be more significant for a solvent with a higher value of interfacial 
surface tension.  

Moreover, the mass transfer coefficient can be normalized by	ܦ௅/ሺߥ௅
ଶ/݃ሻଵ/ଷ, where the term ሺߥ௅

ଶ/݃ሻଵ/ଷ is 
the viscous length scale. A similar method also has been applied earlier by Yih [42]. The normalized mass 
transfer coefficient *( )Lek  depends on several dimensionless numbers:  

  
1 32

3 6* 1 2 1 2 6 1 61.15 Re Sc Ka Gam nL L
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    
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 
. (47) 

Here, Sc= L LD  is the Schmidt number, and 3 2Ga= LgL   is the Galileo number. In the case of a WWC, 

the normalized mass transfer coefficient can be obtained by substituting the value as 1C  , 1m   , and 
0n   in Eq. (47):  

 * 1 3 1 2 1 6
( ) 1.15 Re GaL WWCk Sc   . (48) 

Therefore, enhancement in the mass transfer for a wavy film can be expressed as: 

  
*

1 61 2 6
*

( )

Re m nLe

L WWC

k
E C Ka

k
   . (49) 

A greater enhancement in the mass transfer can be expected for a large Reynolds number and small Kapitza 
number because 0m   and 0n   for a wavy film flow with rolling waves.  
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3.3 Problem Setup  

The unsteady flow simulations are conducted using Star-CCM+12.0 [45] based on the implicit transient 
scheme. In the implicit approach, the specified time step involves inner iterations to converge the solution. 
The integration scheme marches inner iterations using pseudo-time steps according to specified values of 
the Courant number for stable and converged solutions. The segregated solver was used that solves each of 
the momentum equations in turn, one for each dimension. The coupling between the momentum and 
continuity equations is achieved with a predictor-corrector approach based on the Rhie and Chow 
interpolation method in conjunction with the SIMPLE algorithm [16] for pressure-velocity coupling. The 
second-order upwind scheme is used in the spatial discretization of all equations. An implicit solution 
scheme is used in conjunction with an AMG for accelerating convergence of the solver. 

 

Figure 5. Schematic of flow domain showing the inlet and outlet positions for both phases: 
(a) wetted wall column and (b) zigzag column as 2D representative of structured 
packings. The inlet and outlet of both phases have 1 mm width. (c) The dark region at 
the left in the exploded view of the discretized domain shows very fine mesh to capture 
the mass transfer phenomenon. 
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We have investigated the influence of solvent viscosity on the mass transfer for both wavy film flow with 
rolling waves and uniform film flows in a WWC and a zigzag column (ZZC). The periodic wavy film is 
introduced via periodic perturbations at the solvent inlet. The WWC geometry is chosen from the previous 
study of Wang et al. [32, 33]. The ZZC is selected for its 2D representation of structured packed columns. 
A similar approach also has been considered earlier for 2D representation of the structured packed column 
for investigating the hydrodynamics of countercurrent flow [28, 29]. Figure 5 depicts the schematic of the 
WWC and ZZC designs and their corresponding parameters. Both columns are placed vertically, and 
gravity acts in a downward direction. Dimension (height and width) of the WWC and ZZC geometries are 
kept the same to compare the mass transfer coefficient for both cases. The inlet and outlet of the gas and 
liquid phases have 1 mm widths. This inlet and outlet size is selected based on a previous WWC study [33].  

The computational flow domain is developed and meshed in Star-CCM+. To accurately and efficiently 
capture the mass transfer phenomenon, the domain is discretized using very fine mesh. The mesh density 
proximate to the left wall where liquid falls appears finer than in the adjacent region for the surrounding 
gas. A more refined mesh also is required in the inflexion region near the zigzag channel apex to capture 
the flow behavior (see the exploded view of dark region of the mesh domain in Figure 5c). For numerical 
simulation of diffusive mass transfer, grid size near the interfacial region needs to be lower than the mass 
diffusion length scale ሺඥ4ܦ௅ݐ	ሻ . The exposure time (t) was calculated from the interfacial velocity 
(maximum velocity) and height of the column. The grid size near the film region was chosen to be 25 µm, 
which is lower than the minimum diffusion length scale (27 µm). Therefore, the grid size was assumed to 
be sufficient for the flow simulation. Because of the very small grid size, flow simulations require a tiny 
time step (Δt~	10ି଺ െ 10ିହ	sec) to satisfy the CFL condition for stability with a Courant number = 0.50. 
As a result, flow simulations become quite expensive computationally.  

Countercurrent flow simulations have been conducted for the multicomponent gas (air and nitrous oxide, 
N2O) and amine-based solvents (ߩ௅ ൌ 1058	݇݃/݉ଷሻ as working fluids. The solvent viscosity is varied over 
a wide range ሺߤ௅~	1 െ 10	ܿܲሻ to investigate its direct impact on the mass transfer between two phases. 
The gas phase has a density of (ߩ௚ሻ1	݇݃/݉ଷ and viscosity (ߤ௚ሻ	of	0.015	ܿܲ. The diffusivities of N2O in 
the air and solvent are specified as ீܦ ൌ 1.67 ൈ 10ିହ		݉ଶ/ݏ	and ܦ௅ ൌ 1.3 ൈ 10ିଽ	݉ଶ/ݏ,	respectively. 
The solvent enters the domain at the top (1) and exits the bottom (3) because of gravity. Both uniform 
(0.17 m/sec) and oscillating velocity profiles ሾ0.17ሺ1 ൅ ܿ݁ݏ/݉	ሻ߱ߨ2݊݅ݏ0.05  and 		߱ ൌ ሿݖܪ60  are 
prescribed at the solvent inlet to introduce the flat film flow and wavy film flow, respectively. On the other 
hand, uniform gas inlet velocity (0.049 m/sec) with N2O concertation of 13.31	݈݉݋/݉ଷ	is specified at the 
bottom (see gas inlet (4) in Figure 5 (a and b). The outlet of both phases is specified as a pressure outlet 
with zero gauge pressure. The remaining boundaries, including zigzag sheet, are defined as a no-slip wall 
with a static contact angle (γ) of 70°. The benchmark results correspond to fixed liquid flow rates. In that 
case, a flow rate of ݑ௅ ൌ ீݑ and ݏ/݉	0.17 ൌ  ensure a stable film flow with a smooth interface ݏ/݉	0.049
for a flat surface. The simulation cases are summarized in Table 1. 

Table 1. Details of the cases in flow simulation. 

Viscosity 
(cP) 

Wetted Wall Column Zigzag Column 

Flat film with 
uniform flow rate 

Wavy film with 
oscillating flow rate 

Flat film with 
uniform flow rate 

Wavy film 
oscillating flow rate 

1 ~ 10 UWWC OWWC UZZC OZZC 

OWWC = oscillatory inlet in wetted wall column 
OZZC = oscillatory inlet in zigzag column 
UWWC = uniform film flow in WWC 
UZZC = uniform film flow in ZZC 
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3.4 Results and Discussion 

Analytical and numerical studies have been conducted for the mass transfer via physical absorption in a 
countercurrent gas-liquid flow. To explain its impact on the mass transfer coefficient, the flow simulations 
have been conducted for a range of solvent viscosity (1–10 cP) for uniform and oscillating inlet flow. In 
the simulations, we only consider the direct effect of solvent viscosity that affects the hydrodynamics. The 
indirect impact of viscosity on the mass transfer coefficient via viscosity-dependent diffusivity is not 
included, which involves the relations between diffusivity and viscosity of the solvents. The simulated 
results are presented in terms of dimensionless numbers: Reynolds, Kapitza, Schmidt, and Galileo numbers. 
These numbers already are defined in the previous section. 

3.4.1 Film Thickness 

A thin film facilitates the mass transfer between the gas and liquid phases, and the mass transfer coefficient 
strongly depends on the film thickness. In addition, it also dedicates the heat transfer between the solvents 
and wall. In this context, computation of the film thickness is performed first. The effect of viscosity on the 
film thickness is presented in terms of Kapitza number, a dimensionless number that depends only on the 
solvent properties. Figure 6(a) shows the variation of film thickness with viscosity for a uniform film flow 
in WWC and ZZC (UWWC and UZZC). As expected, film thickness increases with increased viscosity for 
both cases. The predicted value of the film thickness ሺߜሻ	matches well with the corresponding value 
computed from the Nusselt theory [41]. A slight discrepancy in the value of film thickness is observed at 
low viscosity ሺߤ ൑ 2	ܿܲሻ. This may be due to the triangular shape of the channel that causes little instability 
in the film flow. The film velocity accelerates at the tip and retards in the trough region to satisfy flow 
continuity. However, the magnitude of the discrepancy in the film thickness is considered to be negligible. 
At higher viscosity, both show almost the same ߜ value. Note that the damping of turbulent eddies within 
the liquid film near both the liquid and solid surface is governed mainly by viscosity [42]. Subsequently, a 
smooth and uniform film appears in both cases (UWWC and UZZC).  

Figure 6. (a) Plot shows variation of the film thickness (δ) with solvent viscosity (uL) for the WWC. 
Predicted value of the film thickness matches well with Nusselt theory [34]. (b) Variation of 
the normalized film thickness with Kapitza number. Inset of (b) shows the scaling relation of 
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Next, the film thickness is normalized by the viscous length scale as ߜ∗ ൌ ௅ߥሺ/ߜ
ଶ/݃ሻଵ/ଷ. Figure 6(b) shows 

the variation of δ* with the Kapitza number for a UWWC. The normalized film thickness increases with an 
increased Kapitza number. However, the absolute value of the film thickness varies the other way, i.e., 
decreases with the increased value of the Kapitza number. Note that a higher value of the Kapitza number 
corresponds to a lower value of solvent viscosity. It also shows a scaling relation ܽܭ~∗ߜଵ/ସ.		Earlier, Singh 
et al. [35] presented similar scaling for film falling over an inclined plate. Film thickness also has been 
reported to increase with solvent viscosity [35, 46], which is consistent with the Nusselt theory [41]. As 
mentioned earlier, film stability is governed by the competing effects between various forces acting on it. 
At high viscosity, enhanced viscous forces act against gravity and make the film more stable [26]. As a 
result, film thickness increases.  

As already mentioned, flow simulations have been conducted for the oscillating inlet. Because of the 
oscillating inlet velocity, a wavy film appears. Wang et al. [33] observe that wavelength (λ) of the wavy 
film decreases with increased frequency (f ) for oscillatory inlet in wetted wall columns (OWWCs). The 
pronounced impact of the frequency is visible at f = 60 Hz. Accordingly, f = 60 Hz is chosen in the flow 
simulations for all viscosities. The wavelengths of the wavy film are computed and compared for both 
WWCs and ZZCs. The computed value of the wavelength also can be normalized as ߣ∗ ൌ
௅ߥሺ/ߣ

ଶ/݃ሻଵ/ଷ.		Figure 7 shows the variation λ* with Ka. As expected, the normalized wavelength increases 
with the increased value of the Kapitza number for both cases. Note that the lower value of Kapitza number 
corresponds to higher viscosity. As noted, viscosity stabilizes the film and acts as damping factors for the 
wave. Furthermore, the normalized wavelength λ* value is almost the same for both cases, except a slight 
discrepancy is observed at a higher value of the Kapitza number.  

 

Figure 7. Plot shows variation of the normalized wavelength (λ*) in a periodic wavy film with 
Kapitza number (Ka) for WWC and ZZC. Inset shows the wavy film (red color) and 
method to compute wavelength.  

3.4.2 Mass Transfer Coefficient  

In this section, we consider the mass transfer from gas to liquid phase due to physical absorption. The 2D 
simulation using the VOF method of co-current gas-liquid flow in the structure packed column is conducted 
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to compute the interfacial mass transfer [9]. The mass transfer is not directly affected by the recirculation 
in the liquid side under corrugation cavities. Indeed, the chemical species only penetrate in a very thin 
concentration layer. Thus, the transfer process is controlled by the diffusion/advection at the film interface.  

The methodology for computing the mass transfer coefficient is the same as in Wang et al. [33] and is only 
briefly presented here. The mass transfer coefficient (kL) for physical transport via absorption is calculated 
using standard formula 

 Lk j p  , (50) 

where j is the mass transfer flux (mol/m2·s) at the gas-liquid interface and ΔP is the driving force computed 
as: 
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Applying the ideal gas law, ΔP can be written in terms of the concentration of the N2O at the gas inlet and 
outlet: 
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where R is the ideal gas constant (J/K·mol) and T is the temperature in the unit of K. To compare the 
numerically computed value of the mass transfer coefficient with an analytically calculated one, the unit of 
the mass transfer is converted to m/s.  

 

Figure 8. Variation of the mass transfer coefficient (kL) with solvent viscosity (µL) wetted wall 
column and zigzag column in the case of a smooth and uniform film. 
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Figure 8 shows the variation of the mass transfer coefficients with viscosity for uniform inlet velocity 
(UWWC and UZZC) of uL = 0.17 m/sec. The UZZC shows higher mass transfer coefficient (especially at 
small viscosity) when compared to the WWC. This effect is due to the packing geometry and can be 
explained by the flow field in the packed column in Figure 9. Note that hydrodynamics plays a critical role 
in the mass transfer. In Figure 9, the recirculation zones are seen in the gas side for the UZZC. The 
recirculation zone enhances the convection. Previous studies by Haroun et al. [3] also uncovered a similar 
observation. The mass transfer is found to be higher for a triangular channel compared to a corresponding 
one for a flat liquid film.  

 

Figure 9 Exploded view in the triangular channel shows velocity streamline and concentration 
distribution in the flow domain. It also illustrates the recirculation zones on the gas side 
due to triangular geometry.  

Figure 10 shows the variation of kL with solvent viscosity for both flat and wavy film flow. As expected, 
the mass transfer coefficient decreases with increased solvent viscosity in all four cases. Here, wavy film 
flow shows steep variation with viscosity. The difference between kL for wavy and smooth film is observed 
to be higher at lower viscosity. At higher viscosity, the difference becomes smaller. Increased value of 
viscosity damps the initial perturbation in the flow field. On the other hand, interfacial surface tension and 
gravitational forces dominate the viscous force at small viscosity. As a result, eddies at the interface occur 
and promote the mass transfer and higher interfacial area. In Figure 11(a), we compare the variation of the 
mass transfer coefficient with viscosity for expression (45) and numerically compute one at a fixed solvent 
and gas flow rate and wide range of viscosity (~ߤ	1 െ 10	ܿܲሻ, where C= 0.115 corresponds to the WWC. 
The value of C might be different for the structured packed column where flow is generally considered to 
be more chaotic. Both plots match reasonably well, except the analytically derived expression shows 
slightly steep variation, i.e., higher exponent value (−0.36). In addition, the scaling for kL with solvent 
viscosity shows a scaling relation kL~νL

-0.34 for a wavy film in the OWWC (see Figure 11(b)). This is nearly 
the same as the exponent value −0.36 in Eq. (45), as well as the experimental observation (−0.4 in Eq. (46)
) by Song et al. [21, 22].  
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Figure 10. Variation of the mass transfer coefficient (kL) with solvent viscosity (µL) for smooth and 
wavy film flow in: (a) wetted wall column and (b) zigzag column. Prefix U: Uniform 
and O: Oscillatory Inlet. 

 

Figure 11. (a) Comparison of the variation of the mass transfer coefficient with solvent viscosity 
for analytically derived expression (Eq. 25) and CFD simulations for OWWC. Both 
reasonably show the same trend of the variation of mass transfer coefficient with 
viscosity. (b) Variation of the mass transfer coefficient (kL) with solvent viscosity (νL) 
shows a scaling kL~ νL

-0.34 for OWWC. 
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4.0 Multiphase Flow Investigations in the Structured 
Packings  

4.1 Introduction 

Structured packed column has been extensively used in chemical industries for distillation and absorption 
processes for the last couple of decades. The absorption is carried out via countercurrent gas-liquid flow in 
the column. It has been preferred over the random packed column because it provides a larger interfacial 
area with minimum pressure drop across the column. Apart from distillation and process industries, it has 
been recently considered as a prospective technology for mitigating the greenhouse gas emission from 
power plants. However, development of the technology for carbon capture via solvent absorption is at the 
nascent stage. Few attempts have been made either in the pilot scale or small plant scale such as Mongstad 
in Norway (300,000 tons/year CO2 capture) and Boundary Dam Sask Power in Canada (1 M tons/year CO2 
capture). Before its deployment in commercial scale, performance evaluation and scalability at large-scale 
need to be evaluated. The performance of the column depends on both hydrodynamic and mass transfer 
phenomena. For example, liquid maldistribution can significantly deteriorate separation efficiency [47]. 
Note that these parameters depend on many factors such as solvent properties (surface tension and 
viscosity), packing surface characteristics (contact angle, roughness), packing design, liquid load, etc. [35]. 
Experimental investigations for studying impacts of these factors independently might be very expensive 
and time-consuming. On the other hand, CFD simulation can provide economic and efficient solutions, 
thereby complementing the experiments. Subsequently, CFD has gained substantial attention for studying 
the flow characteristics in structured packings over the past couple of decades. A structured packed column 
exhibits wide variation in length scales: column dimension (ϕ ~ 5–10 m and h ~ 20–30 m), dimensions of 
packing unit (~20 cm), and film thickness (< 1 mm). These scales cannot be resolved in a single 
computational model. Therefore, a multiscale modeling approach is suggested to overcome the disparities 
in length scales [48]. It can provide useful insights into the hydrodynamics of the packing unit, which is 
focused on the study of effective mass transfer area in a packed column.  

A number of 3D CFD investigations were conducted for single-phase [49], pseudo-single-phase, and two-
phase flow study in the structured packings. Multiphase flow simulations using the VOF method were 
conducted for liquid falling over an inclined plate to explain the wetting of the packed column [35, 50]. The 
concept of flow over an inclined plate was also employed to derive models for hydrodynamic parameters 
such as liquid holdup [51] and interfacial area in structured packings. 3D single-phase flow simulations 
were conducted by Owen et al. [49] and found good matching of CFD-predicted dry pressure drop with 
experimental ones for Mellapak N250.Y packings. Later, the pseudo-single-phase approach was adopted 
for wet pressure drop calculation in the packed column [28, 29]. In these studies, film thickness was 
computed in 2D simulations to derive liquid holdup for the calculation of wet pressure drop via the pseudo-
single-phase approach in 3D simulations. As noted earlier, interfacial area is a critical factor for absorption 
efficiency, and numerous experimental and computational efforts were reported.  

Computational studies using the VOF method were focused on the wetting of a single corrugated sheet for 
point inlet [52-54] as well as inlet throughout the sheet [55]. Subramanian and Wozny [54] examined the 
rivulet flow over a single corrugated sheet; however, different fluids and contact angles were involved in 
the simulation and the effects of the solvent properties could not be assessed independently. Flow between 
two corrugated sheets was also performed by Shojaee et al. [56] and Subramanian and Wozny [54]. Shojaee 
et al. [56] calculated wet pressure drop and interfacial area in Gempak 2A packing. The interfacial area was 
not calculated directly but rather via the average value of film thickness and liquid holdup. Furthermore, 
VOF simulations were focused on the REU of the packed columns [57-59]. Ataki and Bart [26] conducted 
flow simulations in REU of Rombopack packing to explain the effects of solvent properties on wetting, and 
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proposed a correlation for the interfacial area and liquid holdup. Haroun et al. [58] also used the VOF 
method to investigate the hydrodynamics in REU of Mellapak 250.X. The REU consists of four periodic 
repeating units. The effects of solvent flow rate and contact angle on the interfacial area were investigated. 
Basden [57] used the same methodology to investigate the interfacial area and liquid holdup in the REU of 
packings. The effect of different parameters affecting hydrodynamics were studied; however, studies were 
not systematic and complete. Recently Sebastia-Saez et al. [59] also investigated the mesoscale model based 
on REUs of the MontzPak B1-250 packings for computation of the liquid holdup and the interfacial area. 
However, realistic boundary condition was used in the simulation, and subsequently their observations for 
interfacial area may be uncertain. Tsai et al. [23] showed that solvent viscosity has a negligible effect, 
whereas surface tension marginally affects the interfacial area. Rizzuti and Brucato [60] showed non-
monotonic variation of the interfacial area with viscosity; that is, the interfacial area increases and then 
decreases with increasing viscosity. 

Wetting of the column is strongly tied to surface characteristic of the packing [61]; i.e., contact angle and 
surface texture. The contact angle is a characteristic for solid-liquid systems in a specific environment [62], 
and a solvent can exhibit different values of contact angle depending on the solid surface. A lower value of 
contact angle shows more hydrophilic characteristics, and subsequently, leads to enhanced interfacial area 
[35, 63]. In addition, the surface texture was found to promote wetting in the packed column [24, 64] by 
reducing the value of contact angle [65, 66]. Effects of the surface tension were excluded in the studies [58, 
59]. The recent studies for falling liquid over an inclined plate [35], as well as for a single corrugated sheet 
[53], have shown that the impact of contact angle on the interfacial area ties with surface tension of liquid 
at a given flow rate. Effects of contact angle on the interfacial area were found [63, 67] to be pronounced 
for a solvent having lower surface tension value. Nevertheless, most of the empirical models for interfacial 
area [24, 68] proposed in the past assumed uniform distributed and fully wetted flow pattern in each section 
of packing, thereby undermining the effects of contact angle. Furthermore, models developed by Rocha et 
al. [69] and Gualito et al. [70] overweigh the impact of contact angle. Both models were derived by adding 
an adjusting parameter in the Shi and Mersmann model [63], which was originally developed via 1D model 
for liquid falling over an inclined plate. Indeed, some models [71-75] did not account for surface tension in 
the derivation of models, whereas surface tension is a critical factor dictating the liquid spreading over a 
solid surface.  

The wetting of the packing surface in the structure packed column is quite complex and is not yet fully 
understood. Few attempts were made to explain the local hydrodynamics in the packed column accounting 
for all physical properties and solid surface characteristics. In addition, available data are also restricted to 
small viscosity, particularly in the range of viscosity of MEA. Currently, a highly viscous solvent, CO2BOL, 
is being developed as a prospective solvent for carbon capture via the absorption process. Data for such 
highly viscous liquids are scant; therefore, extensive flow investigations are required to understand the 
hydrodynamic characteristics before industrial deployments. As proposed in the proposal, device-scale 
multiphase flow models using the VOF method are being developed and validated against experimental 
results for effective mass transfer area using caustic (NaOH) and aqueous amines. Effects of the liquid load, 
contact angle, and solvent properties on the effective area are being presented.  

4.2 Problem Setup  

We have conducted flow simulations for the computation of effective area in the REU of Sulzer Mellapak 
250.Y packing. Similar to previous studies [57, 67], the computational model of the REU was prepared by 
perpendicular arrangement of two smooth corrugated sheets (see Figure 12). The REU of Mellapak 250.Y 
packings consists of a single repeating unit in the lateral direction and three units in the flow direction. 
According to industrial design of the packing unit, a 2 mm gap was provided between sheets. The design 
of the corrugated sheet is the same as the design specified by Sulzer, and perforation in the sheet was not 



NETL Milestone Report 24 

 

included in the modeling of flow domain. Previous studies of X-ray imaging performed by Green et al. [76] 
suggested that the liquid films cover perforations for the majority of liquid loads operated; eventually it 
would lead to minimal area loss. Therefore, results for sheets without perforation would not be significantly 
different than the corresponding results in the case of perforated sheets. A schematic of the computational 
flow domain is presented in Figure 13. The solvent enters in the flow domain through its top sheet and 
leaves from the bottom due to gravity (see Figure 13(a)). As per industrial design, a 2 mm gap was provided 
between sheets. In the simulation, the sheet was set as no-slip walls with the static contact angle. Both sides 
of the domain were specified as periodic boundary conditions that allow flow to cross and reenter in the 
flow domain through the lateral boundary (side walls). In some of the previous studies, symmetry boundary 
condition was used [59, 77] in a similar setup. Note that flow from a repeating unit passes to other ones as 
well. The symmetric boundary condition constraints flow inside the REU, which can be seen in Figure 4 of 
reference [59]. Therefore, this might not be a realistic condition for investigating such flow simulations. 
The liquid outlet and top faces were set to pressure outlets with zero gauge pressure. The uniform inlet 
velocity boundary conditions were specified for both liquid and gas phases. Positive and negative values of 
the velocity inlet were specified to impose countercurrent flows. A similar boundary condition for gas and 
liquid inlet was used previously [56, 58].  

 

Figure 12. (a) An image of a typical structured packing shows the side-by-side arrangement of 
corrugated sheets. Exploded view explains the selection of current model in the flow 
simulations (Source: https://www.sulzer.com). (b) The corrugated sheet design used to 
construct the REU of Mellapak 250.Y structured packing for the CFD simulations. 

Modeling the flow domain is challenging due to the complex geometry of the REU, in particular, corrugated 
sheets having triangular channels with corrugation angle. The model of flow domain was created in ‘Salome 
8.3’, an open-source CAD software as per design of the sheet shown in Table 2. The model was exported 
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in the Star-CCM+ 12.0 for meshing and flow simulations. Meshing of the computational domain is a crucial 
step affecting stability and accuracy of the results. To capture the hydrodynamics and mass transfer 
phenomena accurately and efficiently, flow domain was discretized with non-uniform mesh. The mesh near 
the corrugated sheets was created finer using a prism layer scheme. In this region, liquid film appears, and 
mass transfer between phases occurs; consequently, it requires very fine mesh. Apart from this, the inflexion 
region near the apex of the triangular channel was also refined to capture the flow behavior. Therefore, 
minimum grid size as 25 µm was specified in this region. Further, the gradient-based polyhedral mesh was 
used to discretize the reaming parts of the flow domain (see Figure 13(b)). Consequently, 4.09 M cell 
elements in the flow domain were arrived after grid independent tests, which will be discussed in a later 
section. Because of the very fine mesh, flow simulation required a short time step (Δt ~ 10-5 sec.) to satisfy 
the CFL conditions according to value of the Courant number as 0.50. As a result, these simulations were 
computationally very expensive. A single flow simulation takes 4–7 days wall time depending upon solvent 
properties and contact angle using 120 cores to achieve pseudo-steady state on Constance, the Pacific 
Northwest National Laboratory (PNNL) supercomputer.  

 

Figure 13. (a) 3D view of the computational flow domain of REU shows the countercurrent flow 
direction of gas and solvents. The periodic boundary is specified at the side of the 
domain. Liquid is introduced along the inner perimeter of the top and gas was fed from 
the bottom of flow domain. (b) Meshing of the flow domain shows the polyhedral cells 
used in flow domain and very fine mesh near the sheet where gas-liquid interface is 
expected to exist (see the exploded view).  
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Table 2. Design of the corrugated sheet used in Mellapak 250.Y. 

Parameters Dimension 

Corrugation angle (α) 45° 

Corrugation base (B) 26.70 mm 

Corrugation height (h) 12.00 mm 

Corrugation side (s) 17.00 mm 

Specific area (ap) 250 m2 / m3 

Void fraction () 0.96 

The reacting multiphase flow studies were conducted with flue gas ( = 1.185 kg/m3 and µ = 1.83110-5 
Pas) and an aqueous solution of MEA at different concentrations as working fluids. The MEA is a more 
popular solvent and was selected for flow simulation. Gas was fed from the bottom and leaves from the top 
of the flow domain. Tsai et al. [24, 78] computed the gas side resistance using the correlation developed by 
Rocha et al. [79] for absorption of SO2 into caustic solvents at four gas flow rates (ug = 0.60, 1, 1.5, and 2.3 
m/sec.). The gas side mass transfer resistance was found to be 1–2% of the overall mass transfer resistance. 
Therefore, the gas side mass transfer resistance can be neglected and the overall mass transfer will be 
dominated by the liquid side. Accordingly, gas velocity was chosen as 1.0 m/sec. to ignore the gas side 
mass transfer resistance. The commercially employed solvents in the absorption process included aqueous 
solution of 0.10 M NaOH and MEA at two concentrations (0.30 and 0.40 fraction by mass). The values of 
the physical properties of these solvents are presented in Table 3. The value of contact angle () for each 
solvent was not available. It would be worthy to note that the CO2 absorption is carried out in the prewetted 
column. Because of the prewetted textured sheet, one can expect a lower value of the contact angle. 
Accordingly, a small value of contact angle was used (γ = 10°) in the preliminary simulations. Note that 
the contact angle is a critical factor that significantly affects the wetting dynamics of a solvent for a given 
solid. Hence, its effects on the hydrodynamics were also extensively investigated. 

Table 3. Physical properties of solvents used in flow simulations. 

Solvent 
µ1 

(mPas) 
ρ1 

(Kg/m3) 
 

(mN/m) ݇௚ᇱ  R 

Water 0.89 997.0 72.80   

0.10 M NaOH 0.97 997.0 72.80 8.466 4.09  10-07 

30% MEA 2.457 1058 59.50 5.9636 1.67  10-06 

40% MEA 3.791 1053 54.80 5.9636 1.56  10-06 

% = percentage by weight, M = moler concentration 

4.3 Results and Discussions 

The results of flow simulations for the interfacial area are discussed for a wide range of solvent properties, 
flow rates, and contact angles. A number of commercially employed solvents in the absorption process are 
used as the liquid phase in simulations; therefore, it exhibits a wide range of variations in physical 
properties. In such cases, the Reynolds number is not a suitable dimensionless number as a representative 
of inertia. The Weber number appropriately represents the fluid inertia in this case and is used by others 
[24, 26, 50].  
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4.3.1 Comparison with Experiments at Different Liquid Loads 

Preliminary flow simulations were conducted to validate CFD prediction that will show the reliability and 
accuracy of the numerical prediction. Accordingly, flow predictions are compared with those from 
experiments as a means to validate the present method for computation of effective area in Mellapak 250.Y 
structured packings with perforated sheet [78]. Tsai et al. [78] measured the effective area of Mellapak 
250.Y structured packing having 0.46 m and 0.427 m outer and inner diameters, respectively. A 0.1M 
aqueous solution of NaOH was used as solvent. It was distributed using a pressurized fractal distributor 
with 108 drip points/m2. Air was introduced from the bottom of the packing and air velocity was in the 
range of 0.50–1.50 m/s. During the experiment, CO2 concentration at the gas inlet and outlet was monitored 
using the infrared gas analyzer. The liquid load was incremented, with a given liquid load being maintained 
until CO2 concentration at the gas outlet achieves steady state. The column was prewetted via opening the 
top valve and subsequently circulating the solvent in the packed column for 15–30 minutes. More details 
of the experimental studies can be found somewhere else [78, 80].  

CFD simulation was also conducted in line with experiments. Flow simulations were conducted for gas 
velocity of 1.0 m/sec. for 0.1M NaOH solution at different liquid loads. Due to the prewetted textured sheet, 
one can expected a lower value of the contact angle. Because of computational power restriction, the 
simulations were limited to a smooth surface. Note that surface texture/embossment has been reported to 
effectively reduce the contact angle, thereby promoting sheet wetting [65, 66]. Hence, a lower value of the 
static contact angle (γ = 10°) was used in the flow simulations for mimicking experimental conditions. The 
flow simulations were run until a pseudo-steady state was achieved regarding the constant value of outlet 
and inlet flux of CO2 (see Figure 14). The corresponding value of CO2 flux was subsequently used to 
compute the effective area in the packed columns via Danckwerts method [7] as:  
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Here, Z is the height of the column, R is the molar gas constant, and T is the temperature. Note that the 
above expression (53) was derived with simplification such as same area of inlet and outlet cross section, 
uniform gas velocity, etc. During the computation of effective area, flux of CO2 was used instead of its 
concentration.  
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Here, 
2 2, , , .CO in CO in g in inJ C u A  and 

2 2, , ,CO out CO out g out outJ C u A  are CO2 flux at inlet and outlet respectively.  
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Figure 14. Temporal evolution of the CO2 flux at the inlet and outlet of the flow domain. The 
pseudo-steady state was assumed when the CO2 flux at the inlet and outlet remains 
constant. 

The CFD-predicted effective area was computed using Eq. (54) for the gas velocity of 1 m/sec. Figure 15 
shows the comparison between CFD-predicted effective area and the experiments. As expected, effective 
area increases with increasing liquid loads for both methods. The CFD-predicted effective area (Aeff) 
matches well with the corresponding one for experiments. A small discrepancy is found at lower liquid 
load; otherwise both show excellent matching.  

Note that the effective area was indirectly measured via Denkwerts method [7]. On the other hand, CFD is 
also capable of directly measuring the effective area. Accordingly, it was calculated as the area of iso-
surface and corresponds to α = 0.50. The corresponding shape of the interface is shown in Figure 15(c). It 
would be worthy to note that the interfacial and wetted areas are different quantities. Wetted area is the area 
corresponding to solid-liquid interface (see Figure 15(b)). In principle, the interfacial area should be the 
same as the effective area because chemical reaction occurs at the gas-liquid interface. A similar approach 
was also adopted earlier for the computation of interfacial area [26, 53, 58, 67]. The computed value of 
interfacial area (AI) was further normalized by the specific area of the packing (Ap) as A୍୬ ൌ A୍/A୮. The 
interfacial area shows a lower value than the effective area at all liquid loads in Figure 15(a). The 
discrepancy might be due to the value of mass transfer coefficient used in the computation of the effective 
area.  
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Figure 15. (a) Comparison of the CFD-predicted fractional area with experimental predicted area 
by Tsai et al. [80] at different liquid loads. Typical snapshots for (a) wetted and 
(c) interfacial area in the REU at qL = 49 m3/m2h. 

Note that the structured packed column shows a higher value of the mass transfer coefficient compared to 
the corresponding value in the case of wetted wall columns. In the computation of effective area, the 
theoretical value of the mass transfer coefficient was considered; consequently, a higher value of the 
effective area is observed. It would be worth noting that the VOF method has been successfully used in 
similar flow studies by many researchers for hydrodynamics [35, 36, 53, 67, 81] and for reactive mass 
transfer in a two-phase flow system [6, 9, 32, 33]. Therefore, it can be concluded that the VOF method is 
an appropriate method to investigate the reactive multiphase flow in a packed column. 
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4.3.2 Effect of Solvent Properties 

In the previous section, 0.10 M NaOH was used as a solvent that has high surface tension and low viscosity. 
Note that the local hydrodynamics of the structured packed column strongly depend on physical properties 
of the solvent [35]. Hence, the simulation campaign was continued for other solvents, namely aqueous 
solution of MEA (30 and 40 by weights). However, highly viscous solvent CO2BOL will be also used in 
the later stage as a major goal of the projects. As reported earlier [56], interfacial area is a critical factor 
dictating the mass transfer between phases in a solvent absorption system.  

Figure 16 shows variation of the normalized interfacial area with liquid load for 30MEA and 0.10 M NaOH 
at γ = 10°. As expected, interfacial area increases with increased liquid loads. Here, 30MEA shows a slightly 
higher value of interfacial area than the corresponding one for 0.10 M NaOH. Note that 30MEA has a 
higher value of viscosity but lower value of surface tension. It was noted earlier for wetting of the corrugated 
sheet that higher interfacial area was found at low Ka values corresponding to low surface tension and high 
viscosity [53]. In the wetting of a surface, surface tension plays a key role. Note that cohesion force weakens 
at a low σ value and adhesive force dominated. As a result, interfacial is found to be higher in the case of 
30MEA. The previous studies by Tsai et al. [78] also found enhanced effective area (interfacial area) at the 
lower value of surface tension for Mellapak 250.Y. In contrast, Bravo and Fair [82] observed enhanced 
interfacial area with increasing value of surface tension in the random packing. A random packed column 
that has a different design and higher surface tension can form droplets and slander liquid ligaments. 
Subsequently, interfacial area might increase. 

 

Figure 16. Effect of liquid load on the interfacial area for two solvents. 30MEA shows a slightly 
higher value of the interfacial area than the corresponding one for NaOH. 

4.3.3 Effects of Contact Angle  

The flow simulations in the REU were earlier restricted to γ = 10°. Effects of contact angle were extensively 
studied earlier for a rivulet falling over an inclined flat plate [35] and corrugated sheet [53]. The complex 
nature of the variation of interfacial area with contact angle was observed for flow over an inclined plate. 



NETL Milestone Report 31 

 

40MEA was chosen as the solvent in this case. The flow simulations were conducted for a wide range of 
contact angles (γ ~ 10–70°) at a liquid load of 62 m3/m2 h. Consistent with previous studies [35, 53, 63, 
67], the contact angle is normalized as 1−cosγ.  

The effect of contact angle on the normalized effective mass transfer (Aeff) and interfacial (AIn) areas for 
40MEA at qL = 62 m3/m2h is presented in Figure 17. Both areas are found to initially decrease with 
increasing γ values. However, effective area computed via chemical absorption shows higher value γ > 40°, 
which cannot be a realistic prediction. Consequently, it fails to accurately predict the area. This discrepancy 
rises due to insufficient grid resolution in those cases. On the other hand, normalized interfacial area 
consistently decreases with increased value of contact number. The wetting characteristics of a solvent 
decrease with increased γ value, i.e., hydrophilic to hydrophobic nature. Consistent with previous studies 
[67], both interfacial areas significantly vary with contact angle. At lower γ value, the adhesive force 
dominates the cohesive force of the solvent, and, subsequently, enhanced wetting is observed. Further, the 
value of interfacial area at γ = 10° was found to be three times higher than the corresponding one for γ = 
70°. To illustrate this behavior, the pseudo-steady shape of the gas-liquid interface is presented in Figure 18 
at qL = 62 m3/m2h and different γ values. With decreasing contact angle (γ ≤ 40°), liquid exhibits enhanced 
spreading and transition of flow regime gradually occurs, i.e., rivulet to film flow. This behavior is 
consistent with the previous studies of Haroun et al. [58]. In case of rivulet flow, the solvent prefers to flow 
in the channel’s valley in all cases. At higher γ values, liquid does not significantly spread and is constrained 
into the valley. As a result, thicker rivulet appears there and requires very fine mesh to accurately predict 
the mass transfer. A coarse mesh may predict higher mass transfer between phases. The theoretical value 
of the mass transfer coefficient is used in the computation of effective area, and consequently, effective 
mass transfer area increases. The effective area in such cases is unrealistic and can be disregarded.  

 

Figure 17. Variation of the normalized effective (AWn) and interfacial (AIn) areas with contact 
angle (γ) for 40MEA (Ka=443) at qL = 62 m3/m2h. Over prediction in the effective 
(points in the green elliptic boundary) at higher contact angle is a consequence of grid 
resolutions.  
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 γ = 10° γ = 40° γ = 50° γ = 70° 

Figure 18. Pseudo-steady shape of the interface in the REU (i.e., both sheets) for 40 MEA at qL = 
62 m3/m2h and different contact angles (γ = 70° to γ = 10°). The transition from film to rivulet 
flow occurs for a value around γ = 40° for this solvent.  

Earlier studies by Sebastia-Saez et al. [59] could not find the film flow regime in the simulations and 
disregarded the presence of the film flow regime in a packed column. However, their remark is a 
consequence of inappropriate boundary condition (symmetry) imposed at the side of flow domain. On the 
contrary, other flow studies [57, 58] also found both film and rivulet flow regimes in the packings. The 
effect of the contact angle is found to be more pronounced in the present study than the studies by Sebastia-
Saez et al. [59], who found double interfacial area when reducing γ value from 70 to 10. Hence, their 
study underpredicts the effects of contact angle on the interfacial area. Similarly, Nicolaiewsky et al. [83] 
and Basden [57] also found a mild effect of γ on the wetted/interfacial area. Moreover, Shi and Mersmann 
[63] and Rocha et al. [69] found significant effect of contact angle on the interfacial area.  
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5.0 Multiphase Flow Simulations in Random Ring Packings 

5.1 Introduction 

Liquid-gas countercurrent flow in a packed tower/column plays an important role in the modern chemical 
industry for gas clean up applications, especially for the CO2 capture [84]. Numerous experimental data, 
various correlations, and empirical formulas have been developed to describe the relationship of fluid 
dynamics in packed columns in different configurations [84-92]. These empirical formulas and correlations 
are widely used in the continuum large-scale CFD simulation to predict the CO2 capture efficiency and 
other related performances. For the large-scale CFD simulation, effective reaction area or liquid-gas 
interface area of packing is very critical, and it is usually hard to measure in experiments. Some literature 
provide the empirical equations to approximate the wetted surface area of packing [22, 92]. However, 
because of the various packed column configurations, such as structured packing, classic random packing, 
modern new random packing, etc., the existing empirical equation may not be accurate enough to describe 
the relationship of effective reaction surface area and flow conditions. Therefore, high-resolution 
multiphase CFD simulation is a relatively efficient alternative to study the effective reaction surface area 
of packed column, which will be used in future device-scale CFD simulations. 

For complicated packed column geometry, it is critical to track the liquid-gas interface in CFD models. 
Several multiphase CFD models have been developed for this purpose, such as the multiphase lattice 
Boltzmann equation (LBE) model [93, 94], the VOF method [95], and the smooth particle hydrodynamics 
(SPH) method [96]. VOF is the most widely used approach for capturing the dynamic liquid-gas interface, 
and has a higher tolerance on different fluid properties than LBE and much higher computational efficiency 
than SPH. Because of supporting unstructured mesh, VOF is more efficient to capture the complicated 
geometry, such as the random packed column.  

In this section, we present an approach and framework to model the 3D multiphase flow in random packed 
column. The chemical absorption of CO2 in the aqueous solution of MEA in the random packed pall ring 
column is used as a demonstration. The geometry and boundary conditions are introduced in in the next 
section. The simulation results are presented in Section 5.3. 

5.2 Simulation Geometry and Boundary Conditions 

In this study, the pall ring geometry is show in Figure 19(a). The diameter of the pall ring is 16 mm, the 
height is 16 mm, and the thickness is 0.5 mm. More detailed dimensions are marked in Figure 19(a). Pall 
rings fill a cylindrical container, whose diameter is 100 mm and height is 200 mm. The configuration of 
packed column (shown in Figure 19(b)) was generated using a discrete element method. There is a total of 
160 pall rings in the packed column, and the specific area is 282 m2/m3. 
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(a) (b) 

Figure 19. Geometry: (a) single pall ring dimensions; (b) random packed pall ring column. 

There is a  total of 13 liquid inlets on the top surface of the column, and the rest of the area on the top 
surface is specified as gas outlet, as shown in Figure 20(a). The red arrows represent the flow direction at 
gas outlet, and the blue arrows represent the flow direction at liquid inlet. The column wall is specified as 
the solid wall with no-slip boundary.  

 

 

(a) (b) 

Figure 20. Inlet and outlet boundary conditions used in the flow simulations: (a) top view and 
(b) side view. 
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The bottom surface of the column is the pressure boundary for flow, and there is no gradient boundary for 
the volume fraction of liquid phase, as shown in Figure 20(b). 

The particles packing process is modeled using a discrete element method (DEM). It is computationally too 
expansive to simulate the movements and interactions for the large amount of real pall rings, so each pall 
ring is simplified as a solid cylinder particle whose diameter and height are the same as the pall ring. For 
each ring, the movement is governed by 

 ݉௣
ௗ௩೛
ௗ௧

ൌ ௖ܨ ൅  ௚, (55)ܨ

௣ܫ 
ௗఠ೛

ௗ௧
ൌ  ௖, (56)ܯ

where mp is the mass of the particle, ݒ௣ is the velocity of the particle, Fc is the surface contact force, Fg is 
gravity force, ܫ௣ is the particle moment of inertia, ߱௣ is particle angular velocity, and Mc is the moment 
acting on an individual particle due to contact force, which in turn acts on the particle at a point other than 
the particle center of gravity. After all the particles fill the cylindrical container and settle down, the position 
and orientation vector of each cylindrical particle is exported, which is used to replace the particles by real 
pall ring geometry.  

The computational flow domain is discretized using polyhedral mesh with prism layers around the solid 
surface (pall ring and column wall). The prism layer is used to capture the flow field near the solid wall. 
There is a total of 13 M cells. The average mesh size is 0.78 mm, and mesh size standard deviation is 
0.72 mm. 

5.3 Results 

In CFD simulation, the liquid-gas interface is defined as the iso-surface that the volume fraction of liquid 
(α) is 0.5, as shown by the blue lines in Figure 21. The wetted area is defined as 

׬  ௪ௌೢܵ݀ߙ
   ,  (57) 

where Sw is the pall ring wall surface area, as shown by the red line in Figure 21.  

 

Figure 21. Sketch demonstrating the liquid-gas interface and wetted surface. 
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Both liquid-gas interface and wetted area are hard to measure directly in experiments. In experiments, an 
area is measured indirectly through chemical absorption, which is defined as the effective reaction area 
calculated by: 

 ܽ௘ ൌ
௨ಸ

௞೒
ᇲ ௓ோ்

݈݊ ൬
஼಴ೀమ,೔೙
஼಴ೀమ,೚ೠ೟

൰, (58) 

where ீݑ  is the gas average velocity, Z is the height of the packed column, R is the gas constant, and T is 
temperature. ܥ஼ைమ,௜௡  and ܥ஼ைమ,௢௨௧  are the average CO2 concentration at packed column inlet and outlet, 
respectively. In this study, for eliminating the inlet and outlet boundary effects on estimation of effective 
reaction area, ܥ஼ைమ,௜௡  is calculated at a cross section 80 mm above the bottom surface, and ܥ஼ைమ,௢௨௧  is 
calculated at a cross section 180 mm above the bottom surface. Therefore, Z is the distance between the 
two cross sections, and is 100 mm in this study. ݇௚ᇱ  is the mass transfer coefficient and is calculated by 

 ݇௚ᇱ ൌ
ଵ

ு
ඥܿݎ௦ܦ௅,  (59) 

Where H is Henry’s constant, r is the reaction rate, cs is the MEA concentration, and DL is the CO2 
diffusivity in liquid. Because the reaction or absorption only occurs at the liquid-gas interface, it is assumed 
that the hydrodynamic liquid-gas interface area should be equivalent to the effective reaction area calculated 
by Eq. (58).  

The concentration in MEA is 4911 mol/m3. The properties of the fluids are listed in Table 4. Six liquid 
loads are investigated, which are 12.2, 24.4, 36.7, 48.9, 61.1, and 73.3 m3/m2/h. Gas flow rate is kept at 
0.28 m/sec for all liquid loads. 

Table 4. Liquid and gas fluids properties. 

Liquid density  ߩ௟, [݇݃ ∙ ݉ିଷ] 1058 

Gas density  ߩ௚, [݇݃ ∙ ݉ିଷ] 1 

Liquid viscosity ߤ௟, [ܲܽ ∙  0.00246 [ݏ

Gas viscosity  ߤ௚, [ܲܽ ∙   10-5 1.855 [ݏ

Surface tension coefficient ߜ, [ܰ ∙ ݉ିଵ] 0.065 

CO2 diffusivity in liquid ܦ௅, [݉ଶ ∙  ଵ] 1  10-9ିݏ

CO2 diffusivity in gas ீܦ, [݉ଶ ∙  ଵ] 1  10-5ିݏ

Reaction rate ݎ, [݉ଷ ∙ ଵି݈݋݉ ∙  ଵ] 5.96ିݏ

Henry’s constant  H, [–] 1.226 

 

Simulations were run on the PNNL Institutional Computing (PIC) high-performance computing (HPC) 
cluster. Each compute node has dual Intel Haswell E5-2670 CPUs giving 24 cores per node. Each 
simulation ran on 96 CPU cores, and around 7 hours of wall clock time of simulation can propagate 1 
second of solution time. 

Figure 22 shows a snapshot of volume fraction of liquid on the center cross section of the packed column 
for three liquid loads: 12.2, 48.9, and 73.3 m3/m2/h. Blue coloring represents liquid, grey represents gas, 
and white represents the cross sections of rings.  
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(a) (b) (c) 

Figure 22. Liquid distribution (blue color) at the central vertical plane of the column at liquid 
loads (a) 12.2, (b) 48.9, and (c) 73.3 m3/m2/h.  

Figure 23 shows a snapshot velocity magnitude on the center cross section of the packed column for liquid 
loads at 12.2, 48.9, and 73.3 m3/m2/h. Figure 24 shows a snapshot of the CO2 concentration in the packed 
column for liquid loads at 12.2, 48.9, and 73.3 m3/m2/h. Figure 25 shows the CFD simulation results for the 
liquid-gas interface area, ring surface wetted area, and effective reaction area for comparison to the 
correlation (Eq. 60) developed by Song et al. [22] from regression of experimental measurements. Note that 
the areas presented in Figure 25 are normalized by the total area of the surface of the packed column.  
 

Velocity (m/s)  

   
(a) (b) (c) 

Figure 23. Velocity distribution at the central vertical plane of packed column at liquid loads: 
(a) 12.2, (b) 48.9, and (c) 73.3 m3/m2/h. 
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where ܽ௉ is the total packed geometry surface volume ratio, ߪ is surface tension coefficient, ݑ௅ is liquid 
velocity, and ߟ is the coefficient controlled by the type and material of the packed column. For the stainless 
steel random ring packed column, it can be calculated by: 

ߟ  ൌ 1.34 െ 0.26 ቀ
௔ು
ଶହ଴

ቁ. (61) 

 

CO2 concentration (mol/m3)  

   
(a) (b) (c) 

Figure 24. CO2 concentration in the packed column at liquid loads (a) 12.2, (b) 48.9, and (c) 73.3 
m3/m2/h. 
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Figure 25. Comparison of the CFD-predicted effective area, gas-liquid interfacial area, wetted 
area, and effective area computed from the empirical correlation by Song et al. [2]. 

The CFD-simulated interfacial area is comparable to the effective reaction area for all liquid loads. Both 
areas match with the correlation equation (Eq. (60)) fairly well. The wetted area is calculated according to 
Eq. (57), which is much smaller than the liquid-gas interface area and effective reaction area. Unlike the 
structured packed columns, the complicated cluster of rings forms a discontinuous structure in the random 
ring packed column. Therefore, when liquid flows from the top to bottom of the column, it is forced to flow 
into the open space between ring surfaces, and forms rivulet or stream flow in the void space, as shown in 
Figure 26. The blue part is the liquid, the grey part is the gas, and the white part is the solid ring. The orange 
line marks an example of the liquid-gas interface, and the red line marks an example of the wetted ring 
surface. In the zoomed view of the cross section of the random ring packed column, as shown in Figure 26, 
the liquid-gas interface is much larger than the wetted ring surface.  
 

 

Figure 26. Zoomed view of a cross section of the random ring packed column. The blue and grey 
color denote the liquid and gas phase, respectively. 



NETL Milestone Report 40 

 

6.0 Conclusion 

Post-combustion carbon capture via solvent absorption has gained significant interest among researchers 
because of its prospective deployment in the mitigation of greenhouse gas emission. The solvent absorption 
is carried out through countercurrent gas-liquid flow in a structured packed column. The CFD modeling of 
such a system is a complex problem because of the wide disparity in the length scales; therefore, a 
multiscale modeling approach is needed. The local hydrodynamic (microscale) plays a key role in the 
overall efficiency.  

The mass transfer between the gas and liquid phases plays a critical role in determining the column height. 
Recent experiments have found that the direct impact of viscosity on mass transfer is larger for a packed 
column ሺ݇௅~ିߤ଴.ସ଴ሻ	compared to WWC ሺ݇௅~ିߤ଴.ଵ଻ሻ. In principle, this direct influence of viscosity on the 
mass transfer coefficient may be due to the liquid turbulence enhanced mass transfer in a packed column. 
In this context, detailed analytical studies and numerical simulations have been conducted to explain the 
underlying physics behind such discrepancy. Wavy film flow is proposed as a major mechanism responsible 
for the discrepancy and expressions for eddy-enhanced diffusivity, and the mass transfer coefficient for 
wavy film falling over a flat plate is derived based on the fundamental hydrodynamic and mass transfer 
equations. It demonstrates a much higher dependence of mass transfer on viscosity and solvent flow rate in 
accordance with the experiment. In addition, to investigate the direct impact of viscosity on the mass 
transfer coefficient, multiphase flow simulation has been conducted for WWCs and ZZCs. ZZC was chosen 
for its 2D representation of a structured packed column. The predicted value of average film thickness (δav) 
matches well with Nusselt theory. The value of δav increases with increased value of solvent viscosity. For 
a periodic wavy film, the normalized wavelength increases with increased Kapitza number, i.e., decreased 
viscosity. The WWC and ZZC show almost identical wavelength values, except at low viscosity where the 
WWC shows a slightly higher value. Notably, the mass transfer coefficient for a wavy film shows larger 
dependence on the viscosity compared to a flat uniform film, which is true for both WWC and ZZC. This 
dependence from simulations generally agrees with the observation ሺk୐~ݒ௅

ି଴.ଷହ~ି଴.ସሻ	 found in both 
theoretical and experimental studies. 

Apart from mass transfer coefficient, interfacial/effective area is another critical parameter dictating the 
overall mass transfer between phases. In the solvent absorption system due to reaction kinetics, mass 
transfer due to physical absorption is negligible compared to the corresponding one, which is due to reactive 
mass transfer. In the reactive mass transfer, higher interfacial area is desirable. Accordingly, 3D reactive 
multiphase flow simulations using the VOF method were conducted to investigate microscale 
hydrodynamics in the REU of a packed column. Particularly, the impact of solvent properties, solid surface 
characteristics, and liquid loads on the interfacial area were extensively investigated. The effective area is 
computed by the indirect method suggested by Danckwerts and direct measurements of the the gas-liquid 
interface. In principle, the effective area measured by Danckwerts methods should be the same as interfacial 
area. The CFD-predicted effective area matches well with the corresponding experimental value. On the 
other hand, the interfacial area shows a lower value of the mass transfer area. The lower value of the 
interfacial area might be due to the higher prediction of mass transfer across the interface. Apart from 0.1 
M NaOH aqueous solvent, the CFD-predicted effective area was also compared with 0.30x and 0.40x MEA 
aqueous solvents. The effect of the contact angle was also extensively investigated, and the interfacial area 
increases with decreasing contact angle at a fixed flow rate for a given solvent. Similar to previous studies 
[53], the transition of the flow regimes was observed with changes in the value of contact angle. It exhibits 
an inverse relationship, i.e., film flow to rivulet flow with increasing contact angle (γ > 40°). 
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In the subsequent studies, a similar approach is introduced to investigate the reactive mass transfer in a lab-
scale random ring packed column. The simulation results demonstrate that the proposed approach is 
computationally affordable. The CFD-simulated liquid-gas interfacial area is similar to the effective 
reaction area, and they are both comparable to the empirical correlation. Eventually, the proposed procedure 
can be extended to other types of random packed columns and different solvents. Additionally, both the 
liquid-gas interface and effective reaction area are larger than the wetted ring surface area. The complicated 
ring surface is discontinuous in the random packed column, and the liquid is forced to flow into the void 
space between ring surfaces, which is not observed in the structure packing column. 
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