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Summary 

Wave resource assessment requires accurate calculation of the wave resource parameters recommended 

by the International Electrotechnical Commission (IEC) based on high-resolution wave hindcasts. Recent 

development of unstructured-grid modeling techniques demonstrates the advantages of using 

unstructured-grid modeling frameworks in simulating wave climates, especially in coastal regions that 

have complex coastlines, islands, shallow-water bays, and estuaries. The study reported herein evaluated 

the performance of an unstructured-grid wave model in comparison to a structured-grid model for 

predicting the IEC wave energy resource parameters at a common test bed site. Model skill was assessed 

using a set of model performance error statistics. The sensitivity of open boundary conditions and wind 

forcing on model results, computational efficiency, and the advantages and limitations of the 

unstructured-grid model were investigated. 

This modeling test bed study of wave resource characterization using unstructured-grid wave spectral 

model SWAN (UNSWAN) on the Level 4 (L4) grids and the extended grids built upon a previous model 

test bed study (by Sandia National Laboratories [SNL] and Pacific Northwest National Laboratory 

[PNNL]) of resource characterization that focused on structured-grid wave models. The PNNL study 

reported herein investigated model performance in simulating the IEC Technical Specification’s six 

recommended wave energy resource parameters—omnidirectional wave power, significant wave height, 

energy period, spectral width, direction of maximum directionally resolved wave power, and the 

directionality coefficient—using UNSWAN. It identified the advantages and limitations of unstructured-

grid models in comparison to structured-grid models at the same test bed used in the previous joint study 

by SNL and PNNL.  

Model configuration and forcing used in the structured-grid model test bed study were adopted for 

consistency, and a four-level nested-grid approach—from the global WAVEWATCH III (WWIII) model 

to the local test bed—was used. All UNSWAN simulations conducted during this study were configured 

with spectral resolutions of 29 frequency bins and 24 direction bins. Climate Forecast System Reanalysis 

wind data with 0.5-degree spatial resolution and hourly temporal resolution were used to drive all the 

model runs.  

For all model test cases—WWIII (ST2), UNSWAN (ST2), UNSWAN (ST4), and UNSWAN-EX 

(ST2)—time series of the six IEC parameters showed good agreement with those calculated from 

National Data Buoy Center buoy data. The predicted time series for these six parameters from the 

UNSWAN model, with both ST2 and ST4 physical packages, are comparable to those from the present 

study’s WWIII (ST2) model. This provides confidence in the UNSWAN model settings, although small 

differences between WWIII and UNSWAN simulations were observed.  

The performance of unstructured-grid SWAN on the L4 grid and on the extended grid was investigated. 

The number of nodes on the L4 grid is nearly two times that of those on the extended grid, but the 

extended UNSWAN features half of the computational time and more spatial variability for the wave 

resources assessment. This study demonstrates that unstructured-grid wave modeling provides advantages 

in computational efficiency and therefore is a practical approach for simulating wave climates near 

complex geometries that have localized high grid resolution within a large model domain.  
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1.0 Introduction 

Wave project development relies on consistent and accurate wave resource characterization at a specific 

site for given feasibility and design classes, as recommended by the International Electrotechnical 

Commission Technical Specification (IEC TS 2015). The IEC TS also recommends that wave resource 

characterization be conducted based on six model-simulated wave energy resource parameters using 

directional wave spectral models. These six resource parameters are omnidirectional wave power, 

significant wave height, energy period, spectral width, direction of maximum directionally resolved wave 

power, and the directionality coefficient. Therefore, the accuracy of wave spectral models in simulating 

wave climate is critical to the success of wave resource characterization, especially in the nearshore 

region where wave energy deployment is likely to occur. To provide guidance for model selection and 

modeling best practices for resource characterization, a wave model test bed was established to 

benchmark, test, and evaluate spectral wave models and modeling methodologies for predicting the wave 

energy resource parameters recommended by the IEC TS (Neary et al. 2016; Yang et al. 2017). Two of 

the most widely used structured-grid wave models—WaveWatchIII (WWIII) and Simulating WAves 

Nearshore (SWAN) (SWAN Team, 2015)—were evaluated using the nested-grid approach (Neary et al. 

2016; Yang et al. 2017). The test bed was selected at a site approximately centered offshore of Newport, 

Oregon. 

Recent development of unstructured-grid wave models demonstrates the advantage of using an 

unstructured-grid modeling framework in wave modeling, especially in coastal areas that have complex 

coastlines, islands, shallow-water bays, and estuaries (Qi et al. 2009; Zijlema 2010; Dietrich et al. 2012; 

Gagnaire-Renou et al. 2012; Robertson et al. 2014; Guillou et al. 2016; Yuk et al. 2016). Therefore, it is 

necessary to evaluate the performance of unstructured-grid models in comparison to structured-grid 

models at the same test bed site.   

The overall objective of the study reported herein is to evaluate unstructured-grid model skills for 

predicting the IEC TS’s recommended wave energy resource parameters, and to identify the advantage 

and limitations of unstructured-grid models in comparison to structured-grid models at the same test bed 

used by Yang et al (2017). Specifically, the following model simulations and analyses were conducted in 

this study: 

 setting up an unstructured-grid model at the wave model test bed site where the structured-grid 

models WWIII and SWAN were evaluated; 

 simulating the IEC TS’s six recommended wave energy resource parameters in the wave test bed 

using a high-resolution unstructured-grid model;  

 validating the unstructured-grid modeling using National Data Buoy Center (NDBC) buoy data 

within the test bed and assessing model skills in comparison to structured-grid models from previous 

study; and 

 evaluating the sensitivity of boundary conditions and wind forcing on model results, computational 

efficiency, and the advantages and limitations of the unstructured-grid model. 
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2.0 Methods 

Study methods involved test bed site and model selection, model grids, and model forcing, as described in 

the following subsections.  

2.1 Test Bed Site and Model Selection 

The same wave test bed site off the central Oregon Coast used in the structured-grid wave model study 

(Neary et al. 2016; Yang et al. 2017) was adopted in this study. The test bed was selected primarily based 

on three criteria: 1) high wave energy potential, 2) rich wave data for model validation, and 3) 

information from previous studies that could be leveraged for this study. Based on the national wave 

energy resource assessment (EPRI 2011), the central Oregon Coast includes areas of high resource 

potential where wave power densities range between 35 and 50 kW/m, which can be developed as viable 

commercial wave energy converter (WEC) projects. The meteorological-ocean (met-ocean) data were 

collected at real-time NDBC buoy 46050 inside the test bed, which is in the vicinity of a viable 

commercial WEC location that has representative depth and high-quality, long-term wave measurements. 

A number of previous studies of wave resource assessment and characterization have been conducted at 

the test bed site, including the seven-year hindcast data set for the area offshore of Oregon (García-

Medina et al. 2014) and the temporal and spatial statistical analysis of the wave resource (Lenee-Bluhm et 

al. 2011). The test bed site and the location of the NDBC 46050 station are shown in Figure 2.1. 

Based on the modeling framework, third-generation (3G) spectral wave models can be divided into two 

groups: structured-grid and unstructured-grid models. The development of structured-grid wave models 

has a much longer history than that of unstructured-grid models because of the simple and straightforward 

discretization of numerical schemes in a structured-grid framework. Popular structured-grid wave models 

include the WAve prediction Model (WAM; WAMDI Group 1988), WWIII (Tolman 2010; Tolman and 

WAVEWATCH III 2014) and SWAN (Booij et al. 1999; Rogers et al. 2007; SWAN 2015).   

Unstructured-grid models provide advantages in computational efficiency and flexibility for simulating 

wave climates near complex coastlines. Development of unstructured spectral wave models is new 

compared to development of structured-grid models. Therefore, applications of unstructured-grid wave 

models to simulate wave climate and resource characterization are limited. TOMAWAC is a 3G spectral 

wave model within the integrated TELEMAC modeling system that uses finite element numerical 

methods in an unstructured-grid framework (Gagnaire-Renou et al. 2010). The TELEMAC system was 

originally developed by the Laboratoire National d'Hydraulique et Environnement in France and primary 

users were based in European countries. UNSWAN is the unstructured-grid version of SWAN (Zijlema 

2010; Cobell et al. 2013; Robertson et al. 2016; Yuk et al. 2016). The main benefit of unstructured grids 

is that they can be applied to variable spatial meshing with high resolution along complex coastlines and 

islands. Flexible meshes are also useful for modeling varying water depths that feature sharp gradients. 

For example, Robertson et al. (2014) applied UNSWAN to simulate wave resource characterization on 

the Pacific Northwest coast of Vancouver Island in British Columbia, which has very complex coastlines 

and a narrow continental shelf. MIKE 21 SW is the commercial 3G spectral wave sub-module of the 

MIKE 21 coastal modeling system that solves the action balance equations on an unstructured grid using 

a finite-volume method (Sørensen et al. 2004). Similar to UNSWAN, it simulates the effects of various 

nonlinear physical effects. FVCOM-SWAVE, which is completely based on the same physics of SWAN, 

is a spectral wave module embedded in the unstructured-grid, finite-volume coastal ocean model 

(FVCOM) modeling system (Qi et al. 2009; Yang and Wang 2015). An unstructured-grid version of 

WWIII has been recently developed and is under continuous development and validation (Ardhuin and 

Roland 2013; Tolman et al. 2014). 
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Figure 2.1. Model test bed site off the central Oregon Coast, along with the location of National Oceanic 

and Atmospheric Administration NDBC 46050 buoy station and the WWIII nested grids. 

Based on literature review, UNSWAN and TOMAWAC are more popular and well validated than other 

unstructured-grid wave models, including MIKE-21 SW, unstructured-grid WWIII, and FVCOM-

SWAVE. One drawback of MIKE-21 SW is that it is proprietary software that is not freely available to 

the public. Therefore, in the initial phase of the unstructured-grid wave model test bed study, UNSWAN 

was selected based on its maturity and popularity. 

2.2 Model Grids 

To drive the UNSWAN model for the test bed, a nested-grid modeling approach was employed for the 

present study. To be consistent with the previous wave test bed study for the structured-grid models, three 

outer levels of structured-grid WWIII models remain the same as those used in the previous study (Neary 

et al. 2016). The level 1 (L1) model is based on the National Oceanic and Atmospheric Administration/ 

National Centers for Environmental Prediction’s (NOAA/NCEP’s) global WWIII model with 0.5o grid 

resolution. The second level (L2) regional grid with a resolution of six arc-minutes was nested into the 

global model, and the third level (L3) grid with a resolution of one arc-minute, was nested into the 

regional L2 grid. The model domain coverage (in latitude and longitude), spatial resolution, and grid size 



 

5 

(number of grid points) for the global and the two intermediate nested grids are summarized in Table 2.1. 

The L3 grid provides open wave boundary conditions for the unstructured-grid test bed model (L4).   

Table 2.1.  WWIII model grids. 

Grid Name Coverage Resolution (long., lat.) Grid size 

Global Grid L1 77.5°S - 77.5°N 0.5° × 0.5° (30' × 30') 223,920 

Intermediate Grid L2 35° - 50°N; 128° - 120°W 0.1° × 0.1° (6' × 6') 12,231 

Intermediate Grid L3 43.6° - 45.9°N; 125.6°-123.8°W 1' × 1' 15,151 

Model bathymetry for all grid levels was interpolated from three NOAA bathymetry data sets: the 1 arc-

minute ETOPO1 Global Relief Model, the 3 arc-second Coastal Relief Model, and the high-resolution 

(1/3 arc-second) tsunami bathymetry data. NOAA’s 1 arc-minute ETOPO1 Global Relief Model was used 

for the outer-shelf region and the deep ocean basins. NOAA’s 3 arc-second (~90 m) Coastal Relief Model 

for the inner-shelf region was used for the model bathymetry for the L2 to L4 grids. The resolution of the 

Coastal Relief Model data set is sufficient for the inner-shelf region because the local model grid 

resolution is ~300 m. The model bathymetry for the test bed domain (L4) was further interpolated from 

NOAA’s high-resolution (1/3 arc-second) tsunami bathymetry data. The model domain boundaries and 

bathymetry of the regional and coastal nested grids (L2 and L3) and the test bed site (L4) are shown in 

Figure 2.2. Figure 2.3 shows the unstructured grid of the test bed site (L4) used by UNSWAN. 

 

Figure 2.2. Bathymetries of nested grids (L2–L3). 

The unstructured grid for the test bed was generated by triangulating the structured grid, which has a 

dimension of 12 arc-seconds in the longitudinal direction and 10 arc-seconds in the latitudinal direction. 

The unstructured grid for the L4 domain consists of 44,974 nodes and 89,100 elements (Table 2.2). It 

should be noted that the unstructured grid generated by directly triangulating the rectangular cell of the 

structured grid will increase the model resolution in terms of cell/element size. 

To demonstrate the flexibility and efficiency of unstructured-grid models, a model simulation with 

UNSWAN on an extended test bed domain was also conducted. The extended unstructured grid covers a 

much larger region, from 127oW to 123oW in the longitudinal direction and 42oN to 47oN in the 

latitudinal direction. The triangle element size inside the test bed domain was specified such that the 

triangle area is approximately equal to the rectangular area of the structured-grid cell (~ 265 m × 308 m). 

The extended unstructured grid for the test bed with bathymetry distribution is shown in Figure 2.4 and 

the grid information is listed in Table 2.2. The average element size of the extended grid inside the test 
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bed domain is 82,066 m2, which is equivalent to a square cell with a length of 286 m and is very close to 

the rectangular cell size of 265 m × 308 m. 

 

Figure 2.3. Unstructured grid of UNSWAN for the test bed (a) and a zoomed-in area in the northwest 

corner of the domain (b). 

Table 2.2. UNSWAN model grids. 

Grid Name Coverage Element Size Node and Element 

Test Bed Grid L4  44.45° - 45°N; 124.75° - 124°W  40,540 m2 (44,974, 89,100)  

Extended Test Bed Grid  42° - 47°N; 123° - 127°W  82,066 m2 (24,107, 47,946) 
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Figure 2.4. Extended unstructured grid of UNSWAN for the test bed (a) and a zoomed-in area in the 

northwest area of the rectangular test bed domain (b). 

2.3 Model Forcing 

Sea surface wind forcing is an important factor for accurate simulations of wave growth and dissipation, 

especially in the nearshore region. In this study, wind speeds and directions were obtained from the 

Climate Forecast System Reanalysis (CFSR) hindcast simulations and interpolated onto the model grid 

points. Comparison of CFSR wind speed with observed data at the NDBC 46050 buoy station indicated 

that the CFSR wind speed is generally in good agreement with the observed speed and reasonably 

captures the diurnal and seasonal variabilities (Figure 2.5). The CFSR data set meets the minimum 1-hour 

temporal resolution requirements specified by the IEC TS for design (L3) assessments. However, the 0.5-

degree spatial resolution, which is 56 km in the latitudinal direction and 39 km in the longitudinal 

direction at 45-degree latitude, exceeds the minimum requirements for spatial resolution, which is 25 km 

for design and 50 km for feasibility. Higher spatial resolution for wind forcing should be considered in 

the future studies.  

The sea ice coverage data were downloaded from the same NCEP CFSR data set as the wind data, except 

that the original sea ice data were defined in the NCEP T382 Gaussian Grid that has a spatial resolution of 

38 km. The sea ice data were subsequently re-projected onto the same 0.5 × 0.5 degree regular grid as 

wind forcing and implemented as daily temporal resolution. 

Because the test bed site is not close to any estuaries and bays that have strong currents, water surface 

elevation and currents induced by tides and ocean circulations are not considered in the current study.  
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Figure 2.5.  Comparison of CFSR and observed wind speeds at the NDBC 46050 buoy station. 
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3.0 Results and Discussion  

The model simulations, wave resource parameters recommended by IEC, model performance metrics, and 

computational requirements are discussed in the following sections. 

3.1 Model Simulations 

The model configurations for UNSWAN simulations were specified in the same way as the structured-

grid model simulations (Neary et al. 2016). All UNSWAN simulations use 29 frequency bins, 24 

direction bins, a logarithmic increment factor of 1.1, a minimum frequency of 0.035 Hz, and a maximum 

frequency of 0.505 Hz. This spectral resolution meets the minimum requirements specified by IEC TS, 

i.e., a minimum of 25 frequency components and 24 to 48 directional components, and a frequency range 

covering at least 0.04 to 0.5 Hz.  

Model time steps used in WWIII and SWAN are summarized in Table 3.1. For WWIII, each model grid 

requires four time steps, the global time step tg, the spatial propagation time step txy, the intra-spectral 

propagation time step tk, and the source term time step ts (Tolman et al. 2014). The important time step 

that controls the model stability is the Courant–Friedrichs–Lewis (CFL) time step txy for spatial 

propagation for the specific model grid resolution.   

Table 3.1.  Model run time steps for WWIII (L1–L3 grids) and UNSWAN (L4 grid). 

WW3 Nested Grid tg (s)   txy (s) tk (s) ts (s) 

L1 (global) 3,600 480 1,800 30 

L2 600 240 300 15 

L3 100 45 50 15 

UNSWAN Grid txy (s) Input time (s) Output time (s) 

L4 (test bed) 60 3,600 3,600 

Because the nonstationary UNSWAN model uses an implicit scheme, the computational time step is not 

restricted by Courant stability criteria. However, the time step does affect the accuracy of the numerical 

solution. In the present study, a time step of 60 seconds was used for simulations. This time step is more 

than adequate to resolve the time variations of the computed wave field, given that the wind and open 

wave boundary forcing inputs are hourly. It was also shown not to affect the accuracy of the numerical 

solution. Sensitivity studies using smaller time steps, as low as 5 seconds, showed no improvement in the 

predicted wave parameters. 

The calendar year 2009 was selected as the model simulation period based on the availability and 

completeness of wind forcing data, and met-ocean data for model validation at NDBC 46050. Spectral 

direction data at NDBC 46050 are available starting from March 5, 2008.  

3.2 Simulated Wave Resource Parameters 

The six wave resource parameters recommended by IEC TS (2015) were calculated based on model 

results of directional wave spectra. These six parameters—omnidirectional wave power, significant wave 
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height, energy period, spectral width, direction of maximum directionally resolved wave power, and 

directionality coefficient—are defined below. 

The omnidirectional wave power, 𝐽, is the sum of the contributions to energy flux from each of the 

components of the wave spectrum, 

𝐽 = 𝜌𝑔 ∑ 𝑐𝑔,𝑖𝑆𝑖𝑗Δ𝑓𝑖

𝑖,𝑗

Δ𝜃𝑗 (1) 

 

where 𝜌 = the density of sea water, 

 𝑔 = the acceleration due to gravity, 

𝑐𝑔,𝑖 = the group velocity, 

Δ𝑓𝑖 = the frequency bin width at each discrete frequency index 𝑖, and 

Δ𝜃𝑖 = the direction bin width at each discrete direction index 𝑗. 

Directionally unresolved parameters are calculated from one-dimensional (unresolved) frequency 

variance densities using the equation 

𝑆𝑖 = ∑ 𝑆𝑖𝑗Δ𝜃𝑗

𝑗

. (2) 

For the purpose of the present study the significant wave height is defined as the zeroth frequency of the 

spectral moment as  

𝐻𝑠~𝐻𝑚0 = 4√𝑚0       (3) 

where the moments of a variance spectrum are generally defined as 

𝑚𝑛 = ∑ 𝑓𝑖
𝑛𝑆𝑖Δ𝑓𝑖𝑖 .   

(4) 

As noted by Tucker and Pitt (2001), this definition of significant wave height was used until 1990 in the 

United Kingdom when it was defined as the average of the one-third highest zero-crossing waves by the 

International Association of Hydraulic Research (IAHR 1989). Both definitions give similar results if the 

distribution of the wave heights fits a Rayleigh distribution. 

Hs is typically paired with the energy period, 𝑇𝑒, calculated as 

𝑇𝑒 =
𝑚−1

𝑚0

, (5) 

 

to define a wave climate’s sea state. The energy period is the variance-weighted mean period of the 

directionally unresolved variance density spectrum. It is preferred over the peak period, because it is not 

sensitive to the spectral shape.   

The spectral width, 𝜖0 

𝜖0 = √
𝑚0𝑚−2

(𝑚−1)2
− 1, 

(6) 
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is a measure of the spreading of energy along the wave spectrum. The directionally resolved wave power 

is the sum of the wave power at each direction 𝜃: 

𝐽𝜃 = 𝜌𝑔 ∑ 𝑐𝑔,𝑖𝑆𝑖𝑗Δ𝑓𝑖

𝑖,𝑗

Δθ𝑗𝑐𝑜𝑠(𝜃 − 𝜃𝑗)𝛿 

{
𝛿 = 1, 𝑐𝑜𝑠(𝜃 − 𝜃𝑗) ≥ 0

𝛿 = 0, 𝑐𝑜𝑠(𝜃 − 𝜃𝑗) < 0 
  

(7) 

where 𝐽𝜃 is the directionally resolved wave power in direction 𝜃. The maximum time-averaged wave 

power propagating in a single direction, 𝐽𝜃𝐽
, is the maximum value of 𝐽𝜃. The corresponding direction, 𝜃𝐽, 

is the direction of maximum directionally resolved wave power and describes the characteristic direction 

of the sea state.  

The directionality coefficient, 𝑑, is the ratio of maximum directionally resolved wave power to the 

omnidirectional wave power, 

𝑑 =
𝐽𝜃𝑗𝑚𝑎𝑥

𝐽
,  

(8) 

which is a characteristic measure of directional spreading of wave power (i.e., larger values approaching 

unity signify narrow directional spread).  

3.3 Model Performance Metrics 

To evaluate the model performance, simulated wave resource parameters are compared to those derived 

from measurements at NDBC 46050. For each of six wave resource parameters recommended by the IEC 

TS, the following model performance metrics, commonly used in other modeling studies (e.g., García-

Medina et al. 2014; Yang et al. 2017), are computed to quantify the discrepancies between the predicted 

values derived by model hindcasts and those derived by the NDBC 46050 point measurements. All of 

these metrics represent an average estimate of the difference between predicted values and measured ones 

over a defined period of simulation. 

The root-mean-square-error (RMSE), aka root-mean-square-deviation, is defined as  

𝑅𝑀𝑆𝐸 = √
∑ (𝑃𝑖 − 𝑀𝑖)

2𝑁
𝑖=1

𝑁
 (9) 

where 𝑁 is the number of observations, 𝑀𝑖 is the measured value, and 𝑃𝑖 is the predicted value.   

RMSE represents the sample standard deviation of the differences between predicted values and measured 

values.   

The percentage error (PE) is defined as 

𝑃𝐸(%) =
100

𝑁
∑ (

𝑃𝑖 − 𝑀𝑖

𝑀𝑖

)
𝑁

𝑖=1
 (10) 

and is the average PE over the period of comparison.  
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The scatter index (SI) is the RMSE normalized by the average of all measured values over the value of 

comparison, where 

𝑆𝐼 =
𝑅𝑀𝑆𝐸

𝑀̅
, 

 

(11) 

where the overbar indicates the mean of the measured values. 

Model bias, which represents the average difference between the predicted and measured value, is defined 

as 

𝐵𝑖𝑎𝑠 =  
1

𝑁
∑ (𝑃𝑖 − 𝑀𝑖)

𝑁

𝑖=1
. 

 

(12) 

Percentage bias, which is defined as 

𝐵𝑖𝑎𝑠(%) =  
∑ 𝑃𝑖

𝑁
𝑖=1 − ∑ 𝑀𝑖

𝑁
𝑖=1

∑ 𝑀𝑖
𝑁
𝑖=1

 ∙ 100    

 

(13) 

is also commonly used to normalize bias. 

The linear correlation coefficient, 𝑅, is defined as 

𝑅 =
∑ (𝑀𝑖 − 𝑀̅)(𝑃𝑖 − 𝑃̅)𝑁

𝑖=1

√(∑ (𝑀𝑖 − 𝑀̅)2𝑁
𝑖=1 )(∑ (𝑃𝑖 − 𝑃̅)2𝑁

𝑖=1 )

 
(14) 

and is a measure of the strength of the linear relationship between the predicted and measured values. 

3.4 Evaluation of Model Skills 

Time series of significant wave heights simulated by UNSWAN with boundary conditions from the 

WWIII ST2 physics package were compared with measured data at NDBC 46050 in 2009 (Figure 3.1). 

For reference, model results from WWIII test bed simulations were also plotted in the same figure. 

Generally, significant wave heights simulated from UNSWAN are very similar to those from WWIII. 

Model results from UNSWAN show good agreement with observations. UNSWAN was able to 

reproduce the seasonal variation of the sea state with large waves that occur in the winter and early spring 

months (November–March) when wind forcing is strong (Figure 2.5), and the calmed sea state during the 

summer (June–August) when wind forcing is weak. However, both WWIII and UNSWAN tend to under-

predict the large waves under some windstorm events during the period from November to March, as 

shown in Figure 3.1. Figure 3.2 shows the comparisons of measured and modeled significant wave 

heights from UNSWAN simulations with boundary conditions from WWIII with ST2 and ST4 physics 

packages. In general, models run with the ST4 physics package slightly improved the significant wave 

height predictions compared to models run with the ST2 physics package.  

The six IEC wave resource parameters were calculated from UNSWAN model results and measured data 

at NDBC 46050, based on Equations (1–6). Figure 3.3 shows the comparison of six wave resource 

parameters between UNSWAN model results derived using the ST2 physics package and measured data 
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for the 2009 period. Overall, model results for all six resource parameters match the measured data well 

and closely follow the short-term (days) and long-term (months) variations in the measured data, 

especially for omnidirectional wave power, significant wave height, energy period, and spectral width. In 

general, the simulated directions of the maximum directionally resolved wave power and directionality 

coefficients are not as good as the other four parameters. Wave direction parameters are generally more 

difficult to predict because of the high uncertainty in observed data (NDBC 2009; García-Medina et al. 

2014). Model performance was also analyzed by Quantile-Quantile (Q-Q) plots for all six IEC resource 

parameters (Figure 3.4). The Q-Q plots show good correlations between simulated and observed 

omnidirectional wave power 𝐽, significant wave height Hs, energy period 𝑇𝑒, and spectral width 𝜖0, similar 

to time series comparisons (Figure 3.3). However, more scattering in omnidirectional wave power 𝐽 and 

significant wave height Hs is observed for large waves, indicating that model skill for predicting large 

waves under extreme events is not as good as under normal sea state. Correlations for the direction of the 

maximum directionally resolved wave power and directionality coefficient are not very strong, likely due 

to the low directional resolution of the model and bias in the observed data, as pointed out by García-

Medina et al. (2014).  

Comparisons of time series and Q-Q plots of the six IEC resource parameters between simulated results 

with the ST4 physics package and measured data at the NDBC 46050 buoy are shown in Figure 3.5 and 

Figure 3.6, respectively. The general patterns of model results using the ST4 physics package are very 

similar to those using the ST2 physics package (Figure 3.3 and Figure 3.4). However, it can be seen that 

Q-Q plots for omnidirectional wave power and significant wave height using the ST4 physics package 

exhibit less scattering for large waves than those using the ST2 physics package. 
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Figure 3.1. Comparison of significant wave heights between model simulations using WWIII and 

UNSWAN with the ST2 physics package and measured data at NDBC 46050 for a) January–

April 2009, b) May–August 2009, and c) September–December 2009. 
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Figure 3.2. Comparison of significant wave heights between model simulations using UNSWAN with 

the ST2 and ST4 physics packages and measured data at NDBC 46050 for a) January–April 

2009, b) May–August 2009, and c) September–December 2009. 
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Figure 3.3. Comparison of six UNSWAN (ST2) simulated IEC resource parameters with observed data 

at NDBC 46050. An open boundary condition is forced with the L3 WWIII model using the 

ST2 physics package. 
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Figure 3.4. Q-Q plots of six IEC wave resource parameters for UNSWAN using the ST2 physics 

package. 
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Figure 3.5. Comparison of six UNSWAN (ST4) simulated IEC parameters with observed data at NDBC 

Buoy 46050. An open boundary condition is forced with the L3 WWIII model using the ST4 

physics package. 
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Figure 3.6. Q-Q plots of six IEC wave resource parameters for UNSWAN using the ST4 physics 

package. 

The model performance metrics using WWIII (ST2) and UNSWAN (ST2 and ST4) for each of the six 

IEC parameters are listed in Table 3.2. WWIII and UNSWAN using the ST2 physics package exhibit 

similar modeling skills in simulating all six wave resource parameters and the data are in good agreement 
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with the observed data at NDBC 46050. The correlation coefficients for J, Hs, and Te with all three model 

runs are above 0.9. The RMSE for predicted omnidirectional wave power with WWIII (ST2) and 

UNSWAN (ST2) is 20 (kW/m) and both model runs show bias for over-prediction by approximately 20% 

(6 kW/m). The PEs for simulated omnidirectional wave power 𝐽 with WWIII (ST2) and UNSWAN (ST2) 

are 32% and 38%, respectively. The RMSE for the simulated Hs with WWIII (ST2) and UNSWAN (ST2) 

is less than 0.5 m and the SI is around 0.20. Both WWIII (ST2) and UNSWAN (ST2) tend to over-predict 

significant wave height Hs, with a bias of 0.16 m and 0.19 m, respectively. The RMSEs for simulated 

energy period 𝑇𝑒 with both WWIII (ST2) and UNSWAN (ST2) are less than 1.0 s. Similar to wave power 

and significant wave height, WWIII (ST2) and UNSWAN (ST2) also tend to over-predict wave energy 

period, with a PE of 6–7% and a bias of 0.5 s. Note that the PEs for omnidirectional wave power are 

worse than 𝐻𝑠 and 𝑇𝑒, because omnidirectional wave power considers wave direction, frequency, and 

group velocity parameters in its calculation (see Equation [1]). UNSWAN with the ST4 physics package 

shows better results in simulating the omnidirectional wave power J and the significant wave heights Hs, 

but slightly worse results in wave energy period Te (Table 3.2). Error statistics for spectral width 𝜖0, 

direction of maximum directionally resolved wave power 𝜃, and directionality coefficient 𝑑𝜃 are similar 

for all three model runs, as shown in Table 3.2. All three models showed that the simulated 𝜖0 has a 

RMSE of about 0.06, an SI of 0.2, a PE of less than 6%, a very small bias, and a correlation coefficient of 

around 0.7. The simulated 𝜃 has a RMSE of about 23 degrees, a PE of -2%, and a bias of less than 7 

degrees for all three model runs. The simulated directionality coefficient 𝑑𝜃 with all three model runs has 

a RMSE of 0.1, PE of 6–7%, and bias of 0.04–0.05. The correlation coefficient for the directionality 

coefficient 𝑑𝜃 is approximately 0.50, much lower than other five resource parameters, as indicated the in 

the Q-Q plots (Figure 3.4 and Figure 3.6).  

Comparisons of model performance metrics for the simulated six wave resource parameters with 

UNSWAN on the L4 grids and the extended grids are provided in Table 3.3. Also, when simulating the 

six IEC parameters, the extended-grid UNSWAN has performance metrics similar to those of UNSWAN 

using the L4 grid, even if we use a larger model domain.  

Table 3.2. Performance metrics for WWIII and UNSWAN. 

Parameter Model RMSE PE (%) SI Bias Bias (%) R 

𝐽 (kW/m) 

WWIII (ST2) 20 32 0.64 6.1 19.7 0.91 

UNSWAN (ST2) 20 38 0.68 6.4 21.4 0.91 

UNSWAN (ST4) 16 32 0.51 3.6 11.5 0.92 

𝐻𝑠 (m) 

WWIII (ST2) 0.42 9 0.19 0.16 7.3 0.94 

UNSWAN (ST2) 0.44 12 0.20 0.19 8.8 0.94 

UNSWAN (ST4) 0.38 7 0.17 0.07 3.3 0.94 

𝑇𝑒 (s) 

WWIII (ST2) 0.98 6 0.11 0.50 5.6 0.90 

UNSWAN (ST2) 0.92 7 0.11 0.50 5.7 0.91 

UNSWAN (ST4) 1.10 10 0.12 0.78 8.8 0.92 

ϵ_0 (-) 

WWIII (ST2) 0.07 3 0.20 0.01 1.6 0.68 

UNSWAN (ST2) 0.06 3 0.19 0.00 1.9 0.72 

UNSWAN (ST4) 0.07 6 0.20 0.02 4.8 0.72 

θ (degrees) 

WWIII (ST2) 22.87 -2 0.08 -6.87 -2.4 0.74 

UNSWAN (ST2) 21.27 -2 0.07 -6.57 -2.3 0.77 

UNSWAN (ST4) 22.33 -2 0.08 -7.08 -2.5 0.76 



 

21 

 

Table 4.1.  (contd) 

Parameter Model RMSE PE (%) SI Bias Bias (%) R 

d_θ (-) 

WWIII (ST2) 0.10 7 0.13 0.05 6.2 0.48 

UNSWAN (ST2) 0.10 6 0.12 0.04 5.4 0.53 

UNSWAN (ST4) 0.10 7 0.12 0.04 5.5 0.51 

Table 3.3. Performance metrics for UNSWAN runs with different unstructured grids. 

Parameter Model (ST2) RMSE PE (%) SI Bias Bias (%) R 

𝐽 (kW/m) 
UNSWAN  20 38 0.68 6.4 21.4 0.91 

UNSWAN-EX 18 43 0.61 6.0 19.9 0.92 

𝐻𝑠 (m) 
UNSWAN  0.44 12 0.20 0.19 8.8 0.94 

UNSWAN-EX 0.45 14 0.20 0.20 9.1 0.94 

𝑇𝑒 (s) 
UNSWAN  0.92 7 0.11 0.50 5.7 0.91 

UNSWAN-EX 0.88 6 0.10 0.45 5.1 0.91 

𝜖0 (-) 
UNSWAN  0.06 3 0.19 0.00 1.9 0.72 

UNSWAN-EX 0.06 3 0.19 0.01 2.1 0.72 

𝜃 (degrees) 
UNSWAN  21.27 -2 0.07 -6.57 -2.3 0.77 

UNSWAN-EX 20.80 -2 0.07 -6.82 -2.4 0.78 

𝑑𝜃 (-) 
UNSWAN  0.10 6 0.12 0.04 5.4 0.53 

UNSWAN-EX 0.10 6 0.12 0.04 4.6 0.51 

3.5 Computational Requirements 

In the present study, all WWIII and UNSWAN simulations were performed in the PNNL Institutional 

Computing Constance supercomputer. The Constance cluster is a world-class cluster currently composed 

of 520 dual Intel Haswell-based E5-2670 CPUs (2.3 GHz), providing 24 cores per node. Each node has 

64 GB 2133-MHz DDR4 memory and 550 GB local/scratch space on a solid-state drive disk (>450 MB/s 

speed) and 56Gb/s FDR Infiniband interconnect. Constance ranked 297th on the Top 500 list when 

initially installed with 300 compute nodes in November 2014. 

Computational requirements for WWIII and UNSWAN simulation runs are summarized in Table 3.4. 

Clearly, WWIII requires significantly more computational resources than UNSWAN. It takes about 5.5 

days to complete a 1-year WWIII simulation using 10 nodes (240 cores); while it only takes a few hours 

for the unstructured-grid SWAN to accomplish the same using the same number of CPUs. Therefore, 

there is a great advantage to using SWAN for high-resolution wave hindcasts.  

Table 3.4. UNSWAN and WWIII computational requirements. 

Run ID Description CPU-hours 

WWIII ST2, 29×24 31,488 

UNSWAN  ST2, 29×24 1,728 

UNSWAN-EX  ST2, 29×24 1,152 
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4.0 Conclusions  

After a previous model test bed study for resource characterization that focused on structured-grid wave 

models (Neary et al. 2016; Yang et al. 2017), a modeling test bed study for wave resource 

characterization with unstructured-grid wave spectral model SWAN (UNSWAN) on the L4 grids and the 

extended grids was conducted. The objective of the study was to investigate the model performance in 

simulating the IEC TS’s six recommended wave energy resource parameters using UNSWAN, and to 

identify the advantages and limitations of unstructured-grid models in comparison to structured- grid 

models at the same test bed used in the joint study by Sandia National Laboratories and PNNL (Neary et 

al. 2016). This report summarizes the approach, model results, and study findings.   

For consistency, model configuration and forcing used in the structured-grid model test bed study were 

adopted in the present study. All UNSWAN simulations conducted during the present study were 

configured with spectral resolutions of 29 frequency bins and 24 direction bins. CFSR wind data with 0.5-

degree spatial resolution and hourly temporal resolution were used to drive all the model runs. For all 

model test cases—WWIII (ST2), UNSWAN (ST2), UNSWAN (ST4), and UNSWAN-EX (ST2)—time 

series of the six IEC parameters showed good agreement with those calculated from NDBC buoy data. 

Predicted time series for these six parameters from the UNSWAN model, with both ST2 and ST4 

physical packages, are comparable to those from the present study’s WWIII (ST2) model. This provides 

confidence in the UNSWAN model settings, although small differences between WWIII and UNSWAN 

simulations were observed.  

The performance of unstructured-grid SWAN on the L4 grid and on the extended grid was investigated in 

this study. The performance of both models showed similar results in simulating the wave resource 

parameters. Also, the number of nodes on the L4 grid is nearly two times that of those on the extended 

grid, but the extended UNSWAN has half of the computational time and more spatial variability for the 

wave resources assessment. This study demonstrates that unstructured-grid wave modeling provides 

advantages in computational efficiency and therefore is a practical approach for simulating wave climates 

near complex geometries with localized high grid resolution within a large model domain.  
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