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Abstract 

This annual reports presents work carried out during Fiscal Year (FY) 2014 at Pacific Northwest 
National Laboratory (PNNL) under the project entitled “Science-Driven Candidate Search for New 
Scintillator Materials” (Project number: PL13-SciDriScintMat-PD05) and led by Drs. Fei Gao and 
Sebastien N. Kerisit. 

This project is divided into three tasks: 

1) Ab initio calculations of electronic properties, electronic response functions and secondary 
particle spectra; 

2) Intrinsic response properties, theoretical light yield, and microscopic description of ionization 
tracks; and 

3) Kinetics and efficiency of scintillation: nonproportionality, intrinsic energy resolution, and 
pulse shape discrimination. 

Detailed information on the results obtained in each of the three tasks is provided in this Annual 
Report. Furthermore, peer-reviewed articles published this FY or currently under review and 
presentations given this FY are included in Appendix. 

This work was supported by the National Nuclear Security Administration, Office of Nuclear 
Nonproliferation Research and Development (DNN R&D/NA-22), of the U.S. Department of Energy 
(DOE). 

  

1.3 



 

Acronyms and Abbreviations 

ABINIT Electronic structure computer package 
CBM Conduction Band Minimum 
DOE Department of Energy 
DOS Density of States 
ERSP Electronic ReSPonse 
FY Fiscal Year 
GGA Generalized Gradient Approximation 
GGA+U GGA with Hubbard correction 
KMC Kinetic Monte Carlo 
LCPM Local Principal Curve Method 
LDA Local-Density Approximation 
LLNL Lawrence Livermore National Laboratory 
LO Longitudinal Optical 
NWEGRIM NorthWest Electron and Gamma-Ray Interaction with Matter 
PNNL Pacific Northwest National Laboratory 
STE Self-Trapped Exciton 
STEL Self-Trapped Electron 
STH Self-Trapped Hole 
VBM Valence Band Maximum 
WFU Wake Forest University 
YAG Yttrium Aluminum Garnet (Y3Al5O12) 
YAP Yttrium Aluminum Perovskite (YAlO3) 
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1.0 Objective, Strategy and Findings Summary 

1.1 Objective 

This project aims to develop, apply, and validate a suite of computational modeling tools to explore 
the relationship between materials properties and scintillator performance by determining the key 
elementary processes that give rise to a material’s light yield, decay times, nonproportionality, energy 
resolution, and potential particle discrimination ability. These state-of-the-art capabilities will yield a 
predictive simulation framework for evaluating candidate materials and improve the performance of 
existing scintillators. 

This objective will be met, in part, by on-going collaborations with researchers at Lawrence 
Livermore National Laboratory, who are generating first-principles inputs for our kinetic model of 
scintillation, and researchers at Wake Forest University, who are conducting experiments to validate 
model predictions. 

1.2 Computational strategy 

We have developed and applied a suite of physics models at multiple scales to simulate the three main 
stages of the scintillation process in γ-ray detectors: initial energy cascade to produce energetic particles; 
thermalization of particles into low-energy excitations, and relaxation of excitations to produce 
scintillation light. Simulations of these individual stages are combined to produce a unified approach that 
can predict scintillator performance from knowledge of a few material parameters (Fig. 1).  

 

Fig. 1. Flow chart of computational modeling process (with names of the codes developed in this project shown in the upper left-
hand corners of each box). 
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1.3 Summary of findings 

This FY, we continued to make progress in developing and applying a suite of simulation tools for 
modeling all three stages of scintillation. In addition, these simulation tools were used to begin to make 
predictions of potential bright scintillators and identify current scintillators with the greatest potential for 
improvement. Collaborations with NA-22-funded researchers at LLNL and WFU also continued this FY 
to generate first-principles inputs for our kinetic model of scintillation (LLNL) and to parameterize our 
scintillation models and validate our model predictions (WFU). 

In Task 1, new theoretical capabilities were developed to provide first-principles based input to the 
simulations of the three scintillation stages. In particular, we pursued major improvements of the current 
models of thermalization. Previous theoretical predictions of the distances traveled by energetic electrons 
during thermalization have highlighted the importance of the extent of charge separation in scintillators. 
Therefore, an accurate, quantitative determination of the spatial and temporal scales of thermalization is 
critical to the development of predictive models of nonproportionality. Consequently, we developed a 
quantum-mechanical model for calculating the energy relaxation rates of energetic particles (DefDen) that 
will allow for more realistic and reliable predictions. In addition, we developed an improved treatment of 
particle dispersion to overcome the limitations of the effective mass approximation. Application to the 
calculation of electron and hole thermalization in CsI and NaI was completed in Task 3. 

In Task 2, simulations of the yield and spatial distribution of electron-hole pairs resulting from γ-ray 
irradiation were performed for two material series: the lanthanum halide series and the elpasolite series. 
The simulations predicted LaI3 to be a potential very bright scintillator with a theoretical maximum light 
yield significantly higher than that of bright and widely-studied LaBr3. The only measured light yield 
reported in the literature for (Ce-doped) LaI3 is disappointedly small (~1/10 of theoretical maximum), 
most likely due to the close proximity of the Ce energy levels to the host conduction band, which allows 
for extensive electron thermal release. Therefore, ab initio calculations were initiated this FY in Task 1 to 
identify suitable dopants for this promising material, whereby both lanthanide (e.g. Pr3+, Nd3+, and Gd3+) 
and 6s2 (Tl+, Pb2+, and Bi3+) ions are being considered. The calculations suggest that the presence of Bi 6p 
levels in the band gap of LaI3 could enable scintillation via relaxation of Vk-Bi2+ pairs, pointing to Bi as a 
potential suitable dopant. 

In Task 3, we continued our developments of kinetic Monte Carlo (KMC) models of scintillation, 
completing the work on NaI and extending our efforts to SrI2. In particular, an important step in building 
a full predictive model of nonproportionality is to compare outputs of some the component simulations to 
intermediate experimental data measured under simpler experimental circumstances than a high-energy γ-
ray ionization track. Consequently, in collaboration with WFU, our KMC model of scintillation in NaI 
was compared against several types of experimental data including the luminescence yield as a function 
of excitation density following ultraviolet excitation. This activity allowed for the parameterization of 
processes that describe the spatial extent of exciton annihilation. Incorporation of parameterized 
interactions between excitations will enable more realistic simulations of nonproportionality. A similar 
approach is being applied to study SrI2. 

A task-by-task description of this FY’s findings follows. All publications and invited presentations 
are attached in Appendix A in order of presentation. Also attached is a briefing given to HQ Program 
Manager Dr. David Beach on August 26 2014 in Washington, DC.  
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2.0 Task 1: Ab initio calculations of electronic properties, 
electronic response functions and secondary particle spectra 

2.1 Summary of progress 

Two significant improvements of the current models of hot particle thermalization were achieved this 
FY: 1) a quantum-mechanical model of energy relaxation rates of hot particles was completed and applied 
to CsI; and 2) a more realistic model of hot particle dispersion was developed and applied to alkali halide 
scintillators. Additionally, the electronic structures of pure, Ce-doped, and Bi-doped LaI3 were 
determined based on several first-principles methods. Finally, our electronic response code (ERSP) was 
modified to treat the electronic response to heavy radiation particles. 

2.2 Publications/Presentations 

R.M. Van Ginhoven and P.A. Schultz Journal of Physics: Condensed Matter 25 (2013) 495504 

M.P. Prange, L.W. Campbell, and F. Gao Physical Review B to be submitted in October 2014. 

2.3 Progress during FY14 

Three activities were pursued under this task in FY14, namely the development of new theoretical 
approaches for more realistic thermalization models, the application of first-principles calculations for 
identifying suitable dopants for LaI3, and the implementation of the response to heavy particles in ERSP. 

2.3.1 New theoretical approaches for more realistic thermalization models 

Previous theoretical predictions of the distances traveled by hot electrons during thermalization have 
highlighted the importance of the extent of charge separation in scintillators. Electrons and holes persist 
as free particles during thermalization in materials such as CsI and NaI due to their low-energy phonons 
and thus slow cooling. In turn, this contributes to nonproportionality through third-order nonlinear 
quenching in regions with high electron-hole pair densities and extensive charge separation in low-density 
regions. Therefore, an accurate, quantitative determination of the thermalization distances and time scale 
of thermalization is critical to the development of predictive models of nonproportionality. Consequently, 
this FY, we pursued two major improvements of the current models of thermalization that are allowing 
for more realistic and reliable predictions: (1) we developed a quantum-mechanical model for calculating 
the energy relaxation rates of hot particles; and (2) we developed an improved treatment of particle 
dispersion to model thermalization and applied it to alkali halide scintillators. 

Quantum-mechanical model of energy relaxation rates of fast particles. Our treatment of hot 
particle scattering is based on ABINIT calculations of the response of electron density to various 
displacements of the atoms in the unit cell, from which scattering rates can be calculated using our newly 
developed code. In our model, fast particles are represented as classical particles traveling with a 
specified velocity. Both absorption and emission of optical and acoustic phonons can be calculated using 
this approach. 
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Fig. 2. Computed phonon band structure of CsI. Fig. 3. Ab initio calculations of the rate of energy transferred to 
the CsI lattice by emission and absorption of phonons at 0 K 
and at room temperature. Also shown is the room temperature 
phenomenological model used in previous work. 

CsI has been used throughout this code development stage as a model system. We first verified that 
our approach yielded satisfactory agreement with the experimental phonon band structure of CsI (Fig. 1). 
The ab initio calculated rates of energy relaxation in CsI are shown in Fig. 2. Good agreement between 
our ab initio calculations and the phenomenological model for the Frölich-type scattering of polar phonon 
modes is observed. In contrast, the phenomenological model for acoustic phonon modes fails to reproduce 
the results of our ab initio calculations. The treatment of acoustic modes in the phenomenological model 
is based on the deformation potential approximation. The derivation of the deformation potential 
approximation uses the assumption that the scattering occurs only near the origin of momentum-transfer 
space and that the electrons that are scattered are confined to a small region of the Brillouin zone. These 
assumptions are not satisfied during thermalization following the energy cascade of scintillation. The 
deformation potential approximation predicts that electrons will not be slowed significantly by acoustic 
modes if they have kinetic energies below ~ 1 eV. In contrast, we find that the acoustic modes in CsI do 
contribute to slowing of charged particles at low energy. This can be seen in Fig. 2, which shows 
significantly more transferred power at particle energies between the LO phonon frequency and 0.5 eV. 

The calculated net transferred power shows fluctuations around a smooth background. These 
fluctuations arise from two sources: 1) cancelation between stimulated phonon emission and absorption 
terms, which become large when the phonon modes have significant thermal occupation; and 2) 
dependence on the direction of the particle velocity. The first source is numerical error and, in principle, 
could be eliminated with fine enough grids and small enough tolerances. The second source is inherently 
due to the anisotropy of the material. 

A significant advantage of this approach is that materials with complicated unit cells, and hence 
complicated phonon excitations, to which it is difficult to apply phenomenological models, can be treated.  

Improved model of particle dispersion. In previous thermalization calculations, electrons have been 
assumed to move according to the effective mass dispersion relation 
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which relates the kinetic energy, E, of an electron to its speed, ν, through its effective band mass, mb. The 
effective mass is related to the curvature of the band structure and gives a good description of electrons 
near the CBM and holes near the VBM, i.e. for particles with kinetic energy on the order of a fraction of 
one electronvolt. However, a majority of the hot electrons generated during the energy cascade have 
higher energies and are thus found in a variety of energy bands.  

Therefore, to better model the dynamics of highly energetics particles, we have developed a model 
based on band structure calculations that can be used for both electrons and holes and is applicable at 
arbitrary energies. The model relates the speed with which a particle moves to its energy via the equation: 
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which averages the wave-mechanical group velocity over surfaces of constant energy. This expression 
reduces to the effective mass approximation near the band extrema for systems with isotropic effective 
mass and includes contributions from all possible quasi-particle states of energy E. 

  

Fig. 4. Computed band structure and density of states in CsI 
compared to the effective mass approximation. 

Fig. 5. Average of the magnitude of the group velocity 
calculated from the band structure using Equation 2. Also 
shown are the velocities computed from the effective mass 
approximation and a model applicable to the KMC program. 

Fig. 3 shows the computed energy bands in CsI together with the results of the effective mass 
approximation based on the curvature of the band structure near minima for electrons and maxima for 
holes. Fig. 3 demonstrates that the agreement between the effective mass approximation and the band 
structure is good only near the CBM for electrons, which is the Γ-point in the plotted case, and the VBM 
for holes, which occurs at M in CsI. The band masses thus obtained were 0.31 m0 and 2.27 m0 for holes 
and electrons, respectively. The calculated band masses are in good agreement with those calculated by 
Setyawan et al. [IEEE Trans. Nucl. Sci. 56 (2009) 2989]. 

Fig. 4 shows the average velocities of holes and electrons calculated from the band structure using 
Equation 2 together with those obtained based on the effective mass approximation and Equation 1. The 
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effective mass approximation gives a good description of quasi-particle velocities near the edges of the 
band gap; however, it considerably overestimates the velocities of quasi-particles at higher energies with 
respect to the computed group velocities given by Equation 2. The results of the average of the group 
velocities were used to parameterize the KMC model of thermalization and the results of these 
simulations are presented in Task 3. 

2.3.2 First-principles calculations of doped LaI3 

First-principles calculations of doping effects on the electronic structure of LaI3 were performed this 
FY to identify suitable dopants for this scintillator material. LaI3 has been identified in our previous 
modeling work has a potentially very bright scintillator; however, current experimental light yields of Ce-
doped LaI3 are much lower than expected due to the close proximity of the Ce energy levels to the CBM. 
Therefore, identifying a doping scheme that minimizes electron thermal release is critical to fully exploit 
LaI3 predicted performance. 

First, we calculated the structural and electronic properties of pure LaI3 crystal using different 
electronic structure methods (GGA, GGA+U, GW). LaI3 adopts an orthorhombic lattice with the PuBr3 
structure (space group cmcm). There are 16 atoms in the unit cell, with four La atoms in positions 4(c), 
±(0, u, ¼), four I atoms in position 4(c), ±(0, v, ¼), and eight I atoms in positions 8(f), ±(0, m, n; 0, m, ½-
n). The lattice constants (a, b, c) and the structural parameters (u, v, m, n) obtained from our GGA and 
GGA+U (Ueff(La)=10.32 eV) calculations are listed with available experimental data in Table 1. As the 
GGA method usually underestimates the binding energy, the lattice constants from our calculations are 
slightly larger than the experimental results. Nevertheless, the calculated crystal structure is in good 
agreement with experimental data. 

Table 1. Lattice constants and structural parameters of LaI3. 
Property GGA GGA+U Experiment1,2 

a (Å) 4.446 4.469 4.37 
b (Å) 15.735 15.684 14.01 
c (Å) 10.158 10.195 10.04 

u 0.2591 0.2594 0.2562 
v -0.0952 -0.0925 -0.0789 
m 0.3440 0.3452 0.3557 
n -0.0670 -0.0666 -0.0661 

1Asprey et al. Inorg. Chem. 3 (1964) 1137 
2Levy et al. Acta Cryst. B 31 (1975) 880 

Fig. 5 shows DOS for LaI3 using GGA, GGA+U, and GW methods. As expected, the GGA 
calculations underestimate the band gap significantly (2.1 eV vs. 3.3 eV (Bessiere et al. Nucl. Instr. Meth. 
A 537 (2005) 22) and 3.9 eV (Jungmann et al. Z. Phys. B 97 (1995) 25) from experiments). In contrast, 
GW predicts a band gap of 3.8 eV in good agreement with the range of published experimental values. 
Although the use of the GGA+U method does not improve the band gap prediction over that predicted 
with GGA, it produces the correct ordering of La 5d and 4f states determined by GW, while GGA does 
not.  
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For the dopant calculations, we used a supercell containing 128 atoms constructed from the optimized 
unit cell with one La atom replaced by the dopant element. The dopants under consideration are 
lanthanide ions Ce3+, Pr3+, Nd3+, Eu3+, and Gd3+ and 6s2 ions Tl+, Pb2+, and Bi3+. Ce-doped LaI3 was first 
calculated as a reference as Ce3+ was previously evaluated as a potential dopant experimentally and in 
theoretical work by Canning et al. [Phys. Rev. B 83 (2011) 125115]. Fig. 6 shows the DOS of Ce-doped 
LaI3 from our ground-state GGA+U calculation (Ueff(Ce)=2.2 eV). We can see a localized Ce3+ 4f state at 
the VBM. This level is positioned approximately 0.2 eV below that obtained in the calculations of 
Canning et al. and expected based on the experiments of Bessiere et al. This could be resolved by slightly 
modifying the value of Ueff(Ce), which we are currently investigating. Once the optimal value of Ueff on 
the lanthanide dopant is identified, it will be applied to the other candidate lanthanide dopants. 

Fig. 6 also shows the DOS of Bi-doped LaI3 as obtained using GGA+U. The Bi 6p level is located 
slightly below the CBM. Unlike for the lanthanide ions, which exhibit topmost occupied states slightly 
above the VBM, 6s2 ions, such as Bi3+, show topmost occupied states below the valence band. However, 
their 6p states can be positioned in the host band gap and, therefore, can be attractive to electrons. As a 
result, Bi2+ could attract holes in the valence band (Vk centers) and potentially form Bi-bound excitons. 
This potential alternative scintillation mechanism, recently put forward by Du [J. Mater. Chem. C 2 
(2014) 4784], could eliminate the need to have two activator states in the host band gap and, therefore, 
provide a way to enhance the scintillation yield of small gap scintillators such as LaI3.  

 
 

 
 

Fig. 6. Density of states of pure LaI3 crystal from GGA, 
GGA+U, and GW calculations. 

Fig. 7. Density of states of LaI3 pure and doped with Ce3+ and 
Bi3+ in the ground state, as calculated with GGA+U. 

2.3.3 Electronic response to heavy particles 

The electronic response code ERSP has been modified to calculate the low momentum electronic 
scattering and energy transfer for heavy radiation particles, such as alpha particles, protons, and ions. 
While this momentum grid is adequate for electrons and contains the dominant part of losses of high 
energy heavy particles, at low energies the kinematically allowed excitations of heavy particles are 
outside of the scattering momenta calculated. Modifications of ERSP to include higher momentum 
transfers are currently being pursued. When finished, it is expected that this will allow ab initio 
calculations of electronic cross sections and stopping powers of alpha particles and ions from neutron 
recoils and neutron nuclear interactions.  
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3.0 Task 2: Intrinsic response properties, theoretical light 
yield, and microscopic description of ionization tracks 

3.1 Summary of progress 

Cross sections were derived and NWEGRIM simulations were performed for two series of scintillator 
materials, namely the lanthanum halide series and the elpasolite series. LaI3 was identified as a potentially 
very bright scintillator. Theoretical maximum light yields of all scintillators simulated to date were 
compared to experimental data to determine materials with the greatest potential for improvement. A 
local principal curve analysis of ionization tracks was employed to begin to relate track structures to 
material performance. 

3.2 Publications/Presentations 

R.T. Williams, J.Q. Grim, Q. Li, K.B. Ucer, G.A. Bizarri, S. Kerisit, F. Gao, P. Bhattacharya, E. 
Tupitsyn, E. Rowe, V.M. Buliga, and A. Burger Proceedings of SPIE 8852 (2013) 88520J 

F. Gao, Y.L. Xie, Z.G. Wang, S. Kerisit, D.X. Wu, L.W. Campbell, R.M. Van Ginhoven, and M. 
Prange Journal of Applied Physics 114 (2013) 173512 

(Invited) F. Gao Nuclear Weapons and Material Security Team Program Review, May 21 2014, 
Argonne National Laboratory, Argonne, Illinois 

3.3 Progress during FY14 

Building upon our experience simulating common scintillators such as CsI, NaI, SrI2, and YAG, we 
simulated materials in series this FY in an effort to search for new scintillator materials with improved 
scintillation performance. Our purpose is twofold: firstly, we aim to identify trends and find the best 
candidates within a given scintillator series; and, secondly, by studying materials with common 
constituent elements, we are looking to find possible correlations between scintillation performance and 
intrinsic properties, which, in turn, can be used as a guide for the search for new materials. This FY, we 
simulated two scintillator series, namely the lanthanum halide series (LaF3, LaCl3, LaBr3, and LaI3) and 
the elpasolite series (Cs2LiLaBr6 (CLLB), Cs2LiLaCl6 (CLLC), Cs2LiYBr6 (CLYB), and Cs2LiYCl6 
(CLYC)). 

For both series, we first determined various cross sections for electrons, including interband 
transition, plasmon excitation, and inner-shell ionization. Using these cross sections in NWEGRIM, 
energy cascade simulations were carried out for incident photon energies ranging from 50 eV to 662 keV. 
To obtain good statistics, we simulated 105 photon events for each material. The primary and secondary 
electrons were followed until their energies were less than the cut-off energy, which was set at twice the 
band gap energy of the material. The distributions of the number of produced electrons were used to 
determine the mean energy per electron-hole pair, W, the Fano factor (variance of the number of electron-
hole pairs produced), F, and the theoretical maximum light yield. Other intrinsic properties also obtained 
from these simulations were the electron-hole pair generation mechanisms and the spatial structure of 
ionization tracks. 
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3.3.1 Lanthanum halide series 

Similarly to what was observed for other scintillator materials, W fluctuates at low energies but 
approaches a constant value at higher energies for the lanthanum halide series, as shown in Fig. 7 for LaI3 
for example. For LaI3, W reaches an approximate constant value at 1 keV, which is very similar to the 
value determined for CsI and NaI but is smaller than that obtained for LaBr3. The large discontinuities at 
150 eV and 700 eV correspond to the photoelectric absorption of the L3 shell of I and L3 shell of La. 

  

Fig. 8. Variation of the mean energy per electron-hole as a 
function of incident photon energy. 

Fig. 9. Theoretical maximum light yields of a range of scintillators 
together with experimental values reported in the literature. 

The calculated intrinsic properties of the lanthanum halide series are summarized in Table 2. W is 
found to increase almost linearly with the band gap energy. LaI3 has the highest theoretical maximum 
light yield (~174,000 ph/MeV), significantly higher than that of the widely-studied LaBr3 (~105,000 
ph/MeV). To the best of our knowledge, the only measured light yield reported in the literature for (Ce-
doped) LaI3 is ~16,000 ph/MeV at 100 K [Bessiere et al. Nucl. Instr. Meth. A 537 (2005) 22], i.e. only 
one tenth of the predicted theoretical maximum. The drastic quenching of the scintillation light in Ce-
doped LaI3 is thought to be due to the proximity of the Ce3+ 4f0 5d1 excited state to the host CBM. In other 
words, autoionization of Ce3+ prevents any significant scintillation light from being emitted at room 
temperature. This finding led us to initiate a search for suitable dopants for LaI3, as presented in Task 1. 
Fig. 8 compares all theoretical maximum light yields calculated to date to published experimental values. 
This plot shows that, in addition to LaI3, oxide scintillators such as YAG and YAP also have large 
potentials for improvement. Absolute light yields obtained for CsI at liquid nitrogen temperature appear 
to be overestimated with respect to our calculations. Absolute light yields are notoriously difficult to 
derive from experimental measurements. Therefore, our theoretical maximum light yields can be used as 
a guide for deriving experimental absolute light yields. 
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Table 2. Intrinsic properties of scintillators in the lanthanum halide series, as calculated by NWEGRIM. 

Material Band gap 
energy (eV) W (eV) Fano factor 

Theo. max. 
LY 

(ph/MeV) 

Main e-h creation 
mechanisms (%) 

LaF3 6.6 10.3 0.37 96,899 Interband:75.1, plasmon:20.3 
LaCl3 7.0 10.7 0.25 93,458 Interband:71.1, plasmon:24.0 
LaBr3 5.6 9.5 0.22 104,932 Interband:72.1, plasmon:21.9 
LaI3 3.3 5.8 0.52 173,913 Interband:78.8, plasmon:15.2 

3.3.2 Elpasolite series 

Elpasolites are promising dual gamma and neutron detectors due to the halide elements and the light 
Li element they contain. The calculated intrinsic properties of the elpasolite series are shown in Table 3. 
The simulations show that elpasolite scintillators that contain Br (CLLB and CLYB) have higher 
theoretical light yields and larger Fano factors than those containing Cl (CLLC and CLYC). 

Table 3. Intrinsic properties of scintillators in the elpasolite series, as calculated by NWEGRIM. 

Material Band gap 
energy (eV) W (eV) Fano factor 

Theo. max. 
LY 

(ph/MeV) 

Main e-h creation 
mechanisms (%) 

CLLB 6.0 9.7 0.35 103,093 Interband:71.7, plasmon:19.8 
CLLC 8.0 14.8 0.24 67,431 Interband:65.6, plasmon:23.7 
CLYB 5.7 9.5 0.32 105,374 Interband:71.3, plasmon:20.1 
CLYC 7.5 14.3 0.27 69,686 Interband:71.6, plasmon:19.5 

 
Fig. 10. Calculated spatial distributions of electron-hole pairs for a 10-keV photon event in CLLB and CLLC. Holes are shown in 
yellow and electrons generated via interband transition, plasmon, ionization event, and relaxation are shown in green, red, blue, 
and purple, respectively. 

Scintillation yield and energy resolution both strongly depend on the density of electronic excitation 
initially created in the track region. Fig. 9 shows typical distributions of electron-hole pairs created by a 
10-keV incident photon in CLLB and CLLC. The electron-hole tracks show linear or clustered track 
sections, which could explain the differences among the Fano factors values of these materials. 
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3.3.3 Local principal curve analysis of ionization tracks 

A detailed understanding of ionization tracks is expected to enable quantitative predictions of the 
extent of nonproportionality in a range of scintillator materials. To date, a clear correlation between 
spatial structures of tracks and the intrinsic scintillation properties of these materials is still elusive. 
Therefore, a new activity initiated this FY consisted in using the Local Principal Curve Method to analyze 
the spatial structure of the electron-hole pair tracks produced in the energy cascade simulations. LPCM is 
an extension of the Principal Component Analysis approach, a well-known multivariate statistical 
technique in dimension reduction. LCPM generates smooth curves that pass through the centers (local 
means) of multidimensional data cloud. If the data clouds of the electron-hole pairs generated follow 
linear tracks and the tracks are captured by the LPCM algorithm, the distance of the data to the fitted 
curves will be small and the goodness-of-fit criterion (Rc, in the range between 0 and 1) based on such 
distance will be closer to 1. On the other hand, if the distribution of electron-hole pairs form clusters 
without apparent track features, the fitted curves will not be a good representation of the data cloud and 
the large distances between the data and the fitted curve will lead to a goodness-of-fit value closer to 0. 

 
Rc=0.33 Rc=0.94 

Fig. 11. Simulated spatial distributions of electron-hole pairs with local principal curves for two ionization tracks produced by 
10-keV photon events in CsI. 

Fig. 10 shows an example of this analysis. The local principal curves (red dots linked with blue line) 
are superimposed onto the positions of electron-hole pairs (gray circles) produced by a 10-keV incident 
photon in two typical ionization tracks in CsI calculated by NWEGRIM. These plots show that LPCM 
traces the positions of electron-hole pairs very well (Rc=0.94) in the case of the linear track while it does 
not capture the clustered nature of the other track (Rc=0.33). Therefore, LCPM is a promising analysis 
approach for evaluating the spatial distribution of electron-hole pairs generated during the energy cascade. 
Further work to improve the reliability and efficiency of this analysis is on-going. 
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4.0 Task 3: Kinetics and efficiency of scintillation: 
nonproportionality, intrinsic energy resolution, and pulse 

shape discrimination 

4.1 Summary of progress 

A paper describing our KMC model of scintillation in Tl-doped NaI was published in IEEE 
Transactions on Nuclear Science. A scintillation model of SrI2 that reproduces experimental data on the 
kinetics and efficiency of scintillation as a function of temperature, Eu concentration, and sample 
thickness was developed. The spatial and temporal scales of hot electron and hole thermalization in CsI 
and NaI were calculated based on group velocities obtained from band structure calculations carried out 
in Task 1. 

4.2 Publications/Presentations 

S. Kerisit, Z. Wang, R.T. Williams, J.Q. Grim, and F. Gao IEEE Transactions on Nuclear Science 61 
(2014) 860 

M. Prange, D. Wu, Y. Xie, L.W. Campbell, F. Gao, and S. Kerisit Proceedings of SPIE 9213 (2014) 
92130L 

(Invited) S. Kerisit Scintillation Mechanisms in Gamma Detectors, April 17 2014, Washington, DC 

(Invited) S. Kerisit 2014 SPIE Meeting, August 19 2014, San Diego, CA 

4.3 Progress during FY14 

This FY, the work on scintillation mechanisms in Tl-doped NaI presented in the FY 2013 Annual 
Report was completed and summarized in a paper published in IEEE Transactions on Nuclear Science. 
Two additional activities were pursued under this task in FY14, namely the development of a KMC 
model of scintillation of SrI2 and the calculations of electron and hole thermalization in CsI and NaI.  

4.3.1 Scintillation model of SrI2 

Derivation of model parameters. Ab initio calculations carried out by our collaborators at LLNL 
suggest that STHs in SrI2 adopt a Vk-center structure through iodine dimerization, as is observed in alkali 
halides. Unlike alkali halides however, the same ab initio calculations also suggest that electrons can self-
trap through dimerization of two Sr atoms. In addition, STEs consist of neighboring STHs and STELs 
rather than an electron bound at a Vk-center as in alkali halides. The ab initio calculations determined the 
delocalization energy for both STHs and STELs to be 0.1 eV, indicating that this energy constitutes the 
upper bound for the activation energy of STE hopping whereby the STE diffusion mechanism involves 
STH (STEL) delocalization and re-localization at a neighboring site followed by STEL (STH) 
delocalization and re-localization at a neighboring site of the STH (STEL). To the best of our knowledge, 
this value constitutes the sole estimation of the activation energy of STE hopping and is therefore used in 
our KMC model. 
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Emission spectra of undoped SrI2 show a broad peak centered at approximately 560-570 nm [Alekhin 
et al. IEEE Trans. Nucl. Sci. 58 (2011) 2519; Sturm et al. IEEE Nucl. Sci. Symp. Conf. Rec. (2011) 7]. 
This peak is still visible at low levels of Eu doping but disappears as the Eu2+ concentration is raised 
[Alekhin et al. IEEE Trans. Nucl. Sci. 58 (2011) 2519]. Early interpretations of this peak assigned it to 
STE luminescence [Cherepy et al. IEEE Trans. Nucl. Sci. 56 (2009) 873]. However, Pustovarov et al. 
[Opt. Mater. 34 (2012) 926] showed that the intensity of this broad emission increased with time when 
SrI2 sample crystals were left under low vacuum at both 90 and 290 K. As SrI2 is known to be highly 
hygroscopic and to easily form hydrates, Pustovarov et al. concluded that the broad emission peak was 
due to crystal hydrates that can form by reaction with residual water vapor. Therefore, we assign the 
broad peak to emission associated with oxygen impurities that result from the highly hygroscopic nature 
of SrI2 crystals. The X-ray excited emission spectra and decay times of pure SrI2 as function of 
temperature published by Alekhin et al. [Alekhin et al. IEEE Trans. Nucl. Sci. 58 (2011) 2519] were used 
to derive the rate parameters for radiative and non-radiative decay of the oxygen impurities, following the 
approach used previously for CsI [Kerisit et al. IEEE Trans. Nucl. Sci. 55 (2008) 1251]. 

In emission spectra of Eu-doped SrI2, Eu emission is typically observed as a single peak positioned at 
approximately 430 nm [Glodo et al. IEEE Trans. Nucl. Sci. 57 (2010) 1228]. Self-absorption of the Eu 
emission is a known characteristic of Eu-doped SrI2 and occurs because of the overlap between its 
excitation and emission spectra. The probability for self-absorption increases with increasing temperature, 
Eu concentration, and sample size, which makes the determination of the intrinsic radiative decay rate of 
Eu difficult. Lam et al. [IEEE Trans. Nucl. Sci. 59 (2012) 2052] measured the scintillation decay time of a 
SrI2 sample doped with 5.3±0.3% Eu2+ and excited by 662 keV γ-rays from 295 K down to 5 K and found 
it to converge to 370±70 ns below approximately 50 K. This result is consistent with the extrapolation of 
Alekhin et al. from a small SrI2 sampled doped with 0.5% Eu and excited with 370-nm photons from 600 
K to 80 K, which yielded a decay time of 400 ns. Therefore, the (Eu2+)* radiative decay rate was taken to 
be 2.5×106 s-1 in the KMC model. 

Alekhin et al. applied a self-absorption model to the temperature dependence of their measured 
photoelectron yields and decay time constants for several SrI2 samples doped of 5% Eu2+ and of varying 
thicknesses. In this model, an excited Eu ion, (Eu2+)*, has a probability η to emit a photon (=quantum 
efficiency) and emitted photon has a probability a to be re-absorbed by a Eu2+ ion. Alekhin et al. obtained 
optimum agreement with their experimental data with η=0.94 and, in a subsequent publication on self-
absorption of SrI2 samples doped with 2% Eu2+ [Alekhin et al. Nucl. Instrum. Meth. A 714 (2013) 13], 
they found a similar quantum efficiency (η=0.95±0.05) to be successful in fitting the experimental data. 
Therefore, the (Eu2+)* non-radiative decay rate was taken to be 1.5×105 s-1 in the KMC model to 
reproduce the quantum efficiency derived by Alekhin et al. 

Impurity concentration in Eu-doped SrI2. We first us the KMC model to investigate the relative 
intensity of the impurity and Eu emissions derived experimentally by Alehkin et al. for SrI2 samples 
doped with Eu2+ concentrations varying from 0.5 to 5% under X-ray excitation at 80 K and 300 K. 
Because the impurity concentration in the samples is unknown, we used it as a variable to optimize the 
agreement between the experimental and calculated relative contributions of the impurity emission as a 
function of temperature and Eu concentration, while keeping all other KMC parameters fixed. Fig. 11 
compares the results of the KMC simulations with experimental data. With increasing Eu concentration, 
the contribution of impurities to the light output decreases as the probability for STEs to trap at impurities 
decreases. Increasing the temperature also decreases the impurity contribution as it quenches more 
strongly than the Eu emission. There are two main sources of uncertainty in the experimental data: firstly, 
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the Eu concentration was not directly measured but instead was assumed to be equal to the EuI2/SrI2 ratio 
in the starting material; and, secondly, the Eu and impurity contributions were obtained from fitting a 
Gaussian to each of the two peaks in the X-ray excited emission spectra but the goodness-of-fit of this fit 
was not reported. 

Effect of temperature on light yield of SrI2: Low Eu2+ concentration. To investigate the competition 
between Eu and impurity emissions, we simulate the temperature dependence of the light yield of SrI2 
doped with a low Eu concentration. The KMC simulations were carried out at 80, 200, 300, 400, 500, and 
600 K, with a Eu concentration of 0.5%, and with the impurity concentration determined in the previous 
section. Fig. 12 shows the total light yield, contribution from Eu emissions and contribution from 
impurity emission as a function of temperature. For comparison, the observations of Alekhin et al. on the 
temperature dependence of the integrated X-ray excited emission spectra of a SrI2 sample doped with 
0.5% Eu is also shown in Fig. 12. Good agreement between experiment and the simulations is obtained. 
The light yield from Eu emission does not show very strong temperature dependence in both simulations 
and experiments. As temperature increases, the difference between simulation and experimental results 
becomes more pronounced. The contribution from impurity emission, however, was quenched rapidly 
above 200 K. 

  

Fig. 12. Comparison of calculated and experimental percentages of the 
impurity emission in Eu-doped SrI2. Also shown is the impurity 
concentration required to optimize agreement with experimental data. 

Fig. 13. Temperature dependence of the total light 
yield, light yield from (Eu2+)* emission, and light 
yield from defect emission, from experiment and 
KMC simulations. 

Effect of temperature and crystal thickness on kinetics of scintillation in SrI2: High Eu2+ 
concentration. As the concentration of Eu2+ activators increases the contribution of impurities to the light 
output diminishes. We investigated the effect of temperature and crystal thickness on the kinetics of the 
light output of SrI2 at higher Eu2+ concentrations with the same set of parameters. Fig. 13 and Fig. 14 
show the results obtained for SrI2 doped with 2% Eu. Overall, the simulated decay curves are in good 
agreement with experimental measurements. The decay time constant is lengthened with increasing 
temperature as well as sample thickness. The good agreement between the experimental data and our 
simulated results also indicates that our selected set of elementary processes and their corresponding 
parameters are adequate for modeling SrI2 scintillation for a broad range of conditions (i.e. Eu 
concentration, temperature, and sample thickness) 
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Fig. 14. Experimental and simulated scintillation decay curves 
of a 6-mm thick SrI2:2%Eu crystals at 295, 450 and 600 K. 

Fig. 15. Experimental and simulated decay curves of 2-mm, 6-
mm, and 15-mm thick SrI2:2%Eu2+ crystals at 295 K. 

4.3.2 Electron and hole thermalization in alkali halides 

In this section, we employed the group velocity model parameterized in Task 1 to calculate the spatial 
and temporal scales of electron and hole thermalization in CsI and NaI. For CsI, a comparison with the 
effective mass approximation and experimental data for the onset of STE formation is also presented. The 
calculations employed a semi-classical particle-phonon interaction model based on Fröhlich scattering for 
interaction with optical phonons and the formulation of Sparks et al. [Phys. Rev. B 24 (1981) 3519] for 
interactions with acoustic phonons. 

Model validation. Experimental data on the length and time scales for electron thermalization in 
alkali halides are extremely rate. One recent study that offers a possible link between this work and 
experiment is the picosecond optical absorption study published by Williams and co-workers [Ucer et al. 
Phys. Rev. B 89 (2014) 165112]. In that work, a pump-probe technique was used whereby CsI was 
excited by two-photon absorption with excitation energies of 5.9 and 8.86 eV. Given a room-temperature 
band gap of CsI of approximately 5.8-5.9 eV, this results in the formation of free electrons with kinetic 
energies of approximately 0.1 and 3.0 eV (assuming all the excess kinetic energy is assigned to the 
electrons). Time-resolved picosecond spectroscopy of the optical absorption induced by the two-photon 
absorption revealed a delay of 4 ps in the onset of self-trapped exciton formation at 3.0 eV relative to 0.1 
eV. Therefore, two simulations were performed for each model with electrons with initial kinetic energies 
of 0.1 eV or 3.0 eV and the delay in thermalization time between the two initial energies was compared 
with the value of 4 ps obtained experimentally. Because the experimental results are for ultraviolet 
excitation and initial random distribution of electron-hole pairs was used together with periodic 
boundaries conditions. A density of 1018 electron-hole pairs per cm3 was used as recommended in the 
work of Williams and co-workers. Ten simulations with 200 electron-hole pairs each were run in each 
case and electron-hole pair recombination was turned off to maximize statistics and concentrate on the 
intrinsic thermalization times. The thermalization time distributions thus obtained are shown in Fig. 15. 
At 0.1 eV, both models predict the large majorities of the electrons to reach thermal energy within 0.1 ps. 
At 3.0 eV, the time distribution peaks at approximately 3.4 ps for the group velocity model whereas a 
broader distribution with a maximum at approximately 9 ps is obtained with the effective mass 
approximation model. These results indicate that the group velocity model yields good agreement with 
the time scale obtained experimentally whereas the effective mass approximation model overestimates the 
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electron thermalization time. Therefore, the remainder of this report will focus on the group velocity 
model. 

  

Fig. 16. Thermalization time distributions of electrons with 
kinetic energies of 0.1 or 3.0 V as obtained with the effective 
mass approximation (EMA) and group velocity (GV) models. 

Fig. 17. Distance distributions of recombined electrons 
following irradiation of CsI with 2-keV γ-rays for three 
different initial kinetic energies of the holes (Eh).  

Electron and hole thermalization in CsI. A series of simulations was carried out using the electron-
hole pair energy and spatial distributions at the end of the energy cascade resulting from a 2-keV incident 
γ-ray in CsI, as calculated by NWEGRIM. These electron-hole pair distributions are the same as those 
used in a previous publication [Wang et al. J. Appl. Phys. 112 (2012) 014906]. 400 simulations with 
approximately 170 electron-hole pairs in each distribution were run, for a total of approximately 68000 
electron-hole pairs. Because any excess energy is assigned to the electron following the creation of an 
electron-hole pair in the NWEGRIM calculations, the valence holes have no kinetic energy in the 
electron-hole pair distributions used as input for the thermalization calculations. However, as illustrated in 
Fig. 3, the valence band in CsI has a finite width of approximately 1.25 eV. Therefore, the initial kinetic 
energies of the holes in the thermalization calculations were varied from 0 to 1.25 eV. The kinetic 
energies of the electrons were scaled accordingly to conserve a constant overall initial kinetic energy. 

In the simulations, particles with low initial kinetic energies or which are located in high-density 
regions of the tracks are able to recombine whereas those particles that do not recombine eventually reach 
thermal energy. The former are referred to as recombined particles and the latter as stopped particles. 
Recombination is very rapid and occurs within a time period not exceeding a few tenths of a picosecond. 
Distances traveled by electrons and holes before recombination are shown in Fig. 16 for three different 
initial kinetic energies of the holes (Eh). The distributions are similar for electrons and holes and do not 
vary significantly with Eh. Fig. 16 shows that almost all the particles that recombine do so within 
approximately 5 nm. 

Thermalization distances of stopped electrons and holes are shown in Fig. 17. The thermalization 
distance is defined as the distance between the final (that is, at the point where the particle reaches 
thermal energy) and initial position of a given particle. As expected, electrons travel longer distances than 
holes because of their much lower effective mass. The distance distributions peak between 50 and 150 nm 
and extend to 400 to 500 nm. In contrast, the holes thermalize over shorter distances with distance 
distributions that show a maximum at approximately 20 nm. For both electrons and holes, the effect of Eh 
on the distance distributions is small. 
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Fig. 18. Distance distributions of stopped electrons (left) and holes (right) following irradiation of CsI with 2-keV γ-rays for 
three different initial kinetic energies of the holes (Eh). Also shown is the distance distribution obtained in previous work using 
an electron band mass of 1 m0 with polaron effects and Eh=0eV. 

The thermalization time distributions of stopped electrons and holes are shown in Fig. 18. The 
thermalization time is defined as the time required for a given particle to reach thermal energy. As 
discussed above, the time during which electrons and holes persist as free particles directly affects the 
extent of third-order nonlinear quenching, which, in turn, plays a critical role in determining the 
magnitude of the deviation from proportional response of a given scintillator. This work indicates that 
hole thermalization is faster than electron thermalization, thus suggesting that the time scale for hole 
thermalization might constitute a controlling factor for the rate and magnitude of third-order nonlinear 
quenching. 

 

Fig. 19. Time distributions of stopped electrons (left) and holes (right) following irradiation of CsI with 2-keV γ-rays for three 
different initial kinetic energies of the holes (Eh). Also shown is the distance distribution obtained in previous work using an 
electron band mass of 1 m0 with polaron effects and Eh=0eV. 

Electron and hole thermalization in NaI. As was done for CsI, the band structure of NaI was 
calculated and used to derive the hole and electron group velocities and parameterize the KMC model. 
The same procedure as described above for CsI was employed to simulate electron and hole 
thermalization in NaI following irradiation with 2-keV γ-rays. The dependence of the thermalization 
distance and thermalization time of stopped electrons and holes on the kinetic energy of the holes is 
shown in Fig. 19 and Fig. 20. As for CsI, the thermalization times and distances of the electrons are 
greater than those of the holes. By and large, the thermalization times and distances in NaI are shorter 
than those calculated for CsI. This difference is due, for the most part, to the fact that the LO phonon 
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energy is a key factor that affects the thermalization process and the fact that the LO phonon energy of 
NaI (0.023 eV) is greater than that of CsI (0.01 eV). 

Fig. 20. Distance distributions of stopped electrons and holes 
following irradiation of NaI with 2-keV γ-rays for four 
different initial kinetic energies of the holes (Eh). 

Fig. 21. Time distributions of stopped electrons and holes 
following irradiation of NaI with 2-keV γ-rays for four 
different initial kinetic energies of the holes (Eh). 
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Abstract
We use density functional theory calculations to characterize the electronic and structural
properties of the Tl and Na dopant centers in CsI. We find that the Tl and Na centers can
accept one or two electrons and couple to long-range relaxations in the surrounding crystal
lattice to distort strongly off-center to multiple distinct minima, even without a triplet
excitation. The long-range distortions are a mechanism to couple to phonon modes in the
crystal, and are expected to play an important role in the phonon-assisted transport of polarons
in activated CsI and subsequent light emission in this scintillator.

(Some figures may appear in colour only in the online journal)

1. Introduction

There has been considerable interest in recent years in the
development of new materials and optimization of current
materials for use as scintillating radiation detectors. Signal
production in scintillating detectors involves conversion of
cascade energy into optical emission. This is a relatively
slow process involving transport of carriers to luminescent
centers, in competition with other processes that dissipate a
portion of the initial energy. Prediction of the performance
of new or improved materials requires an understanding
of these transport processes. Cesium iodide doped with
thallium or sodium (CsI:Tl, CsI:Na), is widely used as an
effective scintillating material. Despite many careful studies
over several decades [1], the mechanisms for energy transport
and light emission, and the role of the dopant atoms in
this material are not well understood. Previous cluster-based
ab initio calculations of Tl in CsI and NaI clusters have
demonstrated the need for relatively large systems to
adequately describe the surrounding lattice response, but only
examined symmetric lattice distortions [2].

We use density functional theory (DFT) to investigate
the electronic and structural properties of Na and Tl dopants
in CsI, along with related intrinsic defects, to elucidate the
behavior of these dopants. It is well established that standard
DFT using semilocal exchange–correlation potentials does
not correctly describe the expected energy carriers in the pure

alkali halides, either self-trapped holes, also known as Vk
centers, or self-trapped excitons (STE) [3, 4]. However, we
are not attempting to model the STE or Vk center. For defects
with well-localized electronic states, such as the vacancy and
dopant impurity point defects we investigate here, we expect a
semilocal description to provide a fully adequate and decisive
description of the defect structure and behavior.

In addition to having a stable neutral state and a localized
triplet excitation, a defect-trapped exciton (DTE), we find
that each dopant center can accept one or two electrons.
All of the charge states of substitutional Tl and Na distort
off-center, and couple to surprisingly long-range distortions
in the surrounding crystal lattice. Three symmetry-distinct
distortions are found, into the 001-face, into the 110-edge, and
along the 111-bond directions, and are stable even without
having trapped a local triplet excitation (exciton). These
distortions involve long-range lattice deformations that would
naturally couple to phonon modes, and include local structural
deformations that would facilitate capture and transport of
excitons. This provides a novel mechanism to explain the
emission behavior activated by the dopants.

2. Computational methods

The density functional supercell calculations for CsI:Tl were
performed with the periodic pseudopotential SEQQUEST

code [5]. The spin-polarized local-density approximation
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(LDA) calculations used the form parameterized by Perdew
and Zunger [6] and the generalized gradient functional used
was formulated by Perdew et al [7]. Carefully optimized [8]
norm-conserving pseudopotentials [9] (PP) were used for all
atoms: the cesium PP included its semicore 5p6 electrons
among the valence electrons along with a non-linear core
correction [10] (Rnlc = 2.5 bohr), and the [core] 5p66s0.1 atom
used a hardened d-potential (Rl = 1.4) for its local potential;
an otherwise standard s2p5 iodine PP used a hardened l = 3
(Rl = 1.2) potential for the local potential as the optimal l = 2
potential (Rl = 1.57) proved too soft for good transferability;
and the 5d10 shell of thallium was placed in the valence
and used as the local potential, while its p-potential was
tuned (Rl = 1.57) for better transferability. The double-zeta
plus polarization basis sets were constructed of contracted
Gaussian functions.

We used the local moment countercharge method to
solve the Poisson equation for charged supercells [11] and
extrapolated to bulk asymptotic limits using the finite defect
supercell model [12]. Bulk screening energy outside the
supercell [12] was evaluated using the experimental static
dielectric constant [13], 5.65, and an internal screening depth
of 1.8 bohr (∼0.9 Å). The numerical results are not highly
sensitive to these values, and the convergence of results
extrapolated from different sized supercells confirms the
accuracy of this approach.

The defect calculations were performed with the
supercell fixed at the theoretical equilibrium lattice parameter:
4.417 Å for LDA and 4.680 Å for PBE, the experimental
lattice constant is 4.567 Å [13]. The measured bulk modulus
for B2 structure CsI is 12.6 GPa [14]. Our computed LDA
bulk modulus is 16.6 GPa, slightly stiffer than experiment, and
the PBE value is 9.7 GPa, slightly softer than experiment, like
the lattice constant, bracketing the experimental value as LDA
and PBE usually do. Supercells ranged from 3×3×3 (54-site)
to 6× 6× 6 (432-site) scaled versions of the primitive 2-atom
cell of the CsI B2 structure, and used 33 grids for sampling
the Brillouin zone in the 54-site cell and 23 k-grids for the
larger cells. The atomic configurations were energy-relaxed
to within 1 meV of a local minimum, with forces on atoms
less than 0.01 eV Å

−1
. Supercell size tests (with LDA)

indicated that 54-site and 128-site failed to adequately contain
the extensive strain fields around the defects, while 250-site
results were well-converged compared to 432-site results.
Results reported in this paper are extrapolated from 250-site
supercell calculations. Formation energies are quoted in the
Cs-rich limit, i.e., the bulk bcc Cs and CsI define the atomic
reference chemical potentials. In this context, the computed
formation energy of the neutral Cs vacancy is 3.74 (4.22) eV
and of the I vacancy, 0.50 (0.54) eV using PBE (LDA).
The heat of formation of B2 structure CsI, from bulk bcc
Cs and the I2 molecule elemental references are computed
to be 3.71 eV in LDA and 3.42 eV in PBE. These heats
of formation, using the conventions outlined by Zhang and
Northrup [15] to compute defect formation energies, can be
used to convert the defect formation energies from one limit
(Cs-rich) to another (I-rich).

Figure 1. Defect levels in CsI. LDA and GGA (PBE) are both
shown, results are the same within error of the techniques. Results
are converged at 250 atoms.

3. Results

Calculations were performed for a purposefully selected set
of defects, two intrinsic defects, the Cs vacancy VCs and
the I vacancy VI, and then for the dopant atoms Tl and
Na, both known to substitute on the Cs site: TlCs and
NaCs. In Tl-doped CsI, the Tl dimer substitutional, (Tl2)Cs,
is a common defect, and was also included in this series
of calculations. Furthermore, this dimer proves especially
important to set a useful limit on the position of the valence
band edge. An extensive search was undertaken to find all the
stable charge states and determine their optimum structure.
The resulting defect level diagram, summarizing the positions
of the ground state charge transitions within the CsI band gap,
is presented in figure 1.

The doubly ionized Tl dimer center state is only barely
in the band gap in the DFT calculations, both LDA and PBE,
and, in the absence of a more definitive marker to locate the
band edge on this diagram, its (+/++) transition is adopted
as the valence band edge (VBE). The VBE cannot be directly
computed in the same total energy calculations used to obtain
the defect level energies, but we can use this defect, cleanly
identified as a local defect state, and therefore in the band gap,
as the upper bound of the position of the VBE. As we shall see
later, this choice is likely overly conservative.

The VCs has charge transitions only slightly above the
(Tl2)Cs (+/ + +) transition, near the VBE, and the VI has
levels high in the gap. The near-perfect agreement between
the levels extrapolated from the 250-site cells and from the
432-site cells, depicted in figure 1 for the vacancies, confirms
the convergence of these defect level calculations to the
infinitely dilute bulk limit. The LDA and PBE calculations
agree closely with each other, finding the same charge states
and similar ground state structures for all the defects. The
computed levels for all defects are, reassuringly, not sensitive
to the choice of density functional, lending greater confidence
to the analysis of the results [8].

The measured band gap is reported to be 6.1–6.4 eV
[16–18]. Our computed defect levels span a range of almost
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5 eV, exceeding the Kohn–Sham (eigenvalue) gap for CsI for
LDA and PBE in these calculations, which is 3.80 and 3.58 eV,
respectively.

The calculation of localized defect levels can be used to
identify possible dopants, and defects that may compete with
desired emitters for hole or electron trapping. For example,
from figure 1 we can deduce that the iodine vacancy or the
negatively charged (Tl2)Cs may compete with the luminescent
Tl or Na dopants, while the cesium vacancy certainly will not.

3.1. Intrinsic defects

The VI is a commonly occurring defect that plays an important
role in energy losses [19], and interferes with light output. We
find that this defect can trap either a hole or an electron, with
0, 1 or 2 electrons in the vacancy for the VI(+), VI(0) and
VI(−) charge states of the defect (see figure 1). The neutral
VI, commonly known as the F-center, takes a symmetric Oh
structure in spin-polarized calculations, as do both the ionized
VI(+) and the VI(−), the latter commonly known as the
F′-center. Our calculations predict the ionization level for
the F-center, the (0/+) transition in figure 1, to be 3.5 eV
above the Tl dimer (+/ + +) transition, our assumed VBE.
The ionization level of the F′-center, the (−/0) transition,
is predicted to be 0.8 eV above the F-center ionization,
in excellent agreement with the experimental separation of
0.8 eV [20]. This close agreement lends confidence to the
calculations, but should be considered in light of large quoted
uncertainties in the experimental analysis of ∼0.5 eV.

Locating the experimental levels relative to a band
edge is less definitive, as this defect level position in
the gap is not measured directly. The position of the
F-center level is deduced through a combination of different
experimental analyses, that starts with the photoexcitation of
the F-center electron into vacuum, then derives the distance
of the conduction band edge (CBE) from the vacuum via
measurements of the electron affinity of bulk CsI, and then
also includes the size of the band gap. The F-center electron
and F′-center electron have vacuum ionization energies
quoted as 2.2 and 1.4 eV, respectively, with large uncertainty
in the latter [20]. The vacuum to CBE distance is quoted to
be 0.3 eV [20, 18] to as large as 0.7 eV [21]. The band gap
also adds about 0.2 eV uncertainty. The experimental analyses
suggest an ionization level for the F-center of roughly or
a little less than 4 eV above the VBE [21, 20, 22]. Our
calculation predicts this level is 3.5 eV, or greater, above
the VBE, in rather good agreement with this experimental
analysis, considering the uncertainties in the experimental
analysis. Given that the band gap is explicitly contained within
the experimental assessment of this level, this implies that the
effective band gap seen by the semilocal DFT calculations is
within ∼0.5 eV of experiment.

The low defect formation energy of the VI is consistent
with the easy formation of F-centers [19, 23]. The formation
energy of VI(+) is reduced linearly with the distance of the
Fermi level below the F-center transition, where the VI(+)

formation energy exactly matches the formation energy of
VI(0). Taken together, the splitting of the VI donor states,

Figure 2. Local minimum with a Vk-like distortion adjacent to a Cs
vacancy (VCs). Iodine is shown in dark gray (violet), Cs is light gray
(silver). The iodine–iodine distance indicated by the arrow is
decreased from the bulk crystal distance of 4.68–3.45 Å.

the implicit agreement with experimental band gap, and
the correct physical description of the formation of iodine
vacancies, these results indicate that the semilocal LDA and
PBE functionals are performing accurately for the ground
state defects in CsI.

The VCs may also trap either a hole or an electron. In
LDA, the defect remains in a symmetric structure for each
charge level. The relatively high formation energy, near 4 eV,
is consistent with this not being a common defect in CsI.
However, the VCs exhibits another interesting feature in the
calculations. Using spin-polarized PBE we found a second
minimum for the neutral doublet state in which a pair of
iodine atoms adjacent to the vacancy dimerize, resembling a
Vk center geometry [3]. This minima is a shallow metastable
state 0.18 eV higher than the symmetric configuration. That
a Vk-like center is found at all without the use of hybrid
functionals implies that this defect is a significant trap with the
ability to strongly localize holes at sites in the iodine sublattice
adjacent to the vacancy. This Vk+VCs configuration is shown
in figure 2.

3.2. Dopants

Both the Tl and Na dopant centers, in addition to having a
stable neutral state, can trap one or two electrons. In addition
to these ground state structures, both the LDA and the PBE
find a neutral triplet DTE to be stable for the Tl and Na
dopants. These trap levels are high in the gap, roughly at
or above the VI defect levels. While each charge state has
a metastable symmetric on-site configuration, they all have
lower-energy off-site distortions, with minima in three distinct
directions: toward the 001-face, toward the 110-edge and
a shallower minimum directly toward the nearest-neighbor
iodine in the 111-direction. These distortions had been
predicted for Tl-trapped excited states in CsCl:Tl, CsBr:Tl,
and CsI:Tl [24–26]. Our calculations confirm the presence of
these distortions in the triplet DTE, but we find that these
distortions already exist in the ground state, including for the
neutral defect.

The magnitudes of these displacements are summarized
in table 1. The distortion is small in the neutral defect (e.g. the
Tl+), reminiscent of a soft-mode ferroelectric phase transition
seen in dilated TlI crystals [27]. This state has no localized
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Figure 3. The three off-center structures for the Tl0 center and nearest-neighbor shell of iodine. Tl is shown as light gray (green), I is dark
gray (violet). For visual clarity, the arrows are exaggerated by a factor of 2 for the Tl displacement, and by a factor of 10 for the I
displacement. The Tl0 is displaced along (a) 100, (b) 110 or 111 directions. The displacements are with respect to the symmetric Tl0

structure.

Table 1. Displacement parameters in lattice units for Tl in CsI(Tl)
for LDA and PBE in the neutral (Tl+) state, with 1 (Tl0) and 2 (Tl−)
trapped electrons, and in the neutral triplet state.

Direction Tl+ Tl0 Tl− Triplet

100 LDA 0.01 0.19 0.21 0.31
PBE 0.11 0.23 0.23 0.36

110 LDA 0.01 0.11 0.13 0.10
PBE 0.10 0.15 0.14 0.16

111 LDA 0.01 0.03 0.07 0.02
PBE 0.09 0.08 0.07 0.08

electrons in the gap, yet already exhibits a distinct distortion.
The distortion is larger in PBE, perhaps because of larger
lattice constant and softer bulk modulus in PBE, relative to the
LDA, are more accommodating to an off-site distortion. The
distortion becomes larger in magnitude as localized electrons
are trapped at the center. The displacement for the Tl0 (single
trapped electron) center is significant, about 1 Å, about
halfway to the face of the cube formed by the nearest-neighbor
iodine ions. The localization exhibited here demonstrates that
the semilocal functionals, unlike for the STE and Vk center,
are not afflicted with a localization problem for these ground
state defects.

The structures of the off-center dopants are only found
if the surrounding lattice is allowed to relax; distorting the
dopant off-site from a symmetric structure causes the dopant
to return to the central site. The displacement is accompanied
by significant long-range distortions in the lattice, involving
the coordinated movement of over 100 atoms. The nature of
the distortions for the dopant and nearby atoms is depicted
in figure 3. The displacement field around the distorted
dopant has pairing distortion reminiscent of incipient Vk
centers. This dimerizing distortion is strongest and most
apparent in the neighbors of the 110-distorted dopant center
shown in figure 3(b), but this tendency extends deep into the
surrounding lattice.

In the neutral singlet ground state, the distorted
configurations have energies within 0.02 eV of each other. For
dopants with trapped electrons or in the triplet state results for

Table 2. Calculated and measured triplet luminescence energy
(Elum) for the Tl center in CsI, eV (nm).

LDA (this work) Experiment [30]

Geometry Elum Peak assignment Elum

100 2.90 (427) A′X 2.25 (560)
110 3.38 (367) A′T 2.55 (490)
111 3.49 (355) AT 3.09 (400)
Oh 3.55 (349) AX 3.31 (370)

LDA show that the off-center minima are 0.02–0.06 eV lower
than central position, all within 0.04 eV, in the order 111 >

110 > 100 (100 is lowest-energy position). For PBE, these
energy differences are slightly enhanced. Despite requiring
the concerted motion of over 100 atoms, barriers between
these states are also low, ∼0.01 eV, close to the resolution
of the current methods, for hops directly between off-center
positions. The low barriers between the local minima are
consistent with previous predictions from both theory end
experimental work [24, 28] for energy transfer between the
different excited state emissions assigned directly to the Tl.
This result means that dopant atoms may vibrate nearly freely
about the cage, except at very low temperatures, as was found
for Tl in NaI:Tl [29]. It also implies that the position of the
dopant is very strongly affected by local phonon modes or any
local distortions.

3.2.1. Off-center Tl and calculated emission energies.
The current results yield four possible Tl-related emission
energies, based on the four possible positions of the Tl
center in the triplet state. These energies, which we calculated
as the difference between the triplet and singlet potential
energy surfaces at the relaxed triplet (DTE) geometry, are
listed in table 2, along with measured emission energies
and suggested assignment based on polarization data [30].
The current results suggest emission from an interconnected
potential energy surface of the several configurations of the
Tl center. The calculated energies correspond roughly to the
observed peaks, but this picture is not complete.
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Figure 4. Possible Vk center placements adjacent to 110 (a) and 100 (b) off-center Tl centers. Tl is shown as light gray (green), I is dark
gray (violet), Cs is silver.

Interpretation of experimental measurements has led
to the assignment of the UV peaks to relaxed excited
states of the Tl center, and the visible emission peaks to
tunneling recombination between the Tl atom and a nearby Vk
center [31, 32]. The two visible peaks, (A′X and A′T ) are also
postulated to be due to the interaction of a Tl and a perturbed
STE either adjacent to the Tl, or offset by one unit cell [33].

Through examination of the distortions in the iodine
sublattice in our results, we are able to identify several likely
locations for a perturbed Vk center. We note that especially
for the 110 distorted Tl, we see nearby distortions of the I
lattice that resemble incipient Vk centers even in the ground
state. Proposed adjacent perturbed Vk centers for the 110 and
100 Tl displacements are shown in figure 4. There was no
obvious candidate for the 111 distortion. Localization of an
STE or Vk on one of these iodine pairs should lower the
energy of the 100 and 110 states, resulting in lower calculated
emission energy, more in line with the experimental values.
Quantitative investigation of the localized Vk center and
STE, beyond the scope of this work, will require simulation
methods with more explicit treatment of exchange, such as
hybrid functionals [29, 3].

Finally, we note that the distortion field of the iodine
sublattice resembles an array of incipient Vk centers, and
therefore may be expected to interact with the transport of
energy carriers near Tl or Na dopants. This indicates that
transport and emission characteristics related to the off-center
distortion of the dopant center will be strongly tied to phonon
modes of the crystal.
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We present ab initio calculations of the temperature-dependent exchange of energy and momen-
tum between a classical charged point-particle of arbitrarily large velocity and the phonons of a
crystalline material. The phonons, which are computed using standard density functional perturba-
tion theory (DFPT) methods, interact with the moving charge via the Coulomb interaction between
the density induced in the material by phonon excitation and the charge of the classical particle.
Energy and momentum relaxation rates are computed using standard time-dependent perturbation
theory. The method, which is applicable wherever DFPT is, is illustrated with results for several
simple materials. We elucidate the relationship of the current theory with existing approaches to
the electron-phonon interaction.

PACS numbers:

I. INTRODUCTION

When a material undergoes high energy excitation (e.g.
by irradiation by high energy photons or ions), the sub-
sequent relaxation produces a large number of electrons
and holes which propagate. If the material has a gap
in the spectrum of electronic excitations, particles with
kinetic energy smaller than the gap can not lose energy
by electronic excitation. In this regime, the particles still
exchange energy with the vibrational degrees of freedom.
Most treatments of the electron-phonon interaction focus
on low energy carriers confined to a single band in small
regions of k-space. The calculations presented here are
complementary to these methods and focus instead on
the cooling of high-energy electrons by the lattice. We
employ a simple semi-classical theory in which the field
of a charged particle (moving with a specified velocity) is
treated as a perturbation to the vibrational modes of the
crystal. We present numerical calculations of the power
transferred between the lattice and perturbing charge
that are based on density functional perturbation theory
calculations of the density response to lattice distortions.

II. SEMICLASSICAL TREATMENT OF THE
ELECTRON-PHONON INTERACTION

In this paper we analyze a model of the interaction of
a crystal with an external point particle of charge Z at
a time-dependent position r(t). The fundamental quan-
tities in this analysis are the positions {Rs,κ(t)} of the
nuclei of the atoms that comprise the crystal. The sub-
script s refers to the unit cell and κ refers to a particular
sublattice. The crystal has N repeated unit cells which
occupy a volume V = NΩ. These nuclear positions (and
their conjugate momenta) are quantum mechanical oper-
ators; the Hamiltonian of our theory is the kinetic energy
of the nuclear motion plus the ground state potential en-
ergy surface which depends only on the nuclear positions.

As the perturbing particle moves through the lattice, it
exerts forces on the crystal, which responds by deform-
ing. We assume the interaction energy is given by

Hint(t) = Z

∫
d3r′

δntot (r′)

|r(t)− r ′|
, (1)

where

δntot (r) = δnnuc (r) + δnelec (r)

=
∑
s,κ

Zκ

[
δ3 (r−Rs,κ)− δ3

(
r−R(0)

s,κ

)]
−
[
n (r; {Rs,κ})− n

(
r;
{
R(0)
s,κ

})] (2)

is the change in the ground state charge density of the
crystal (electrons and nuclei) induced by displacing the

nuclei from their equilibrium positions
{
R

(0)
s,κ

}
to posi-

tions {Rs,κ}.
We write the Hamiltonian for our model in terms of

annihilation and creation operators for phonon modes:

H = H0 +H1

=
∑
λ,q

ωλ,q

(
a†λ,qaλ,q +

1

2

)
+
∑
λ,q

Hλ,q(t)
(
a†λ,−q + aλ,q

)
.

(3)

In the sums here, q runs over the Brillouin zone of the
crystal and λ over the phonon branches of which there
are thee times the number of sublattices. The time de-
pendent coupling

Hλ,q(t) =
∑
G

(4πZ)

|q + G|2
nλ (q + G) ei(q+G)·r(t)

(4)

is the Coulomb interaction between the charge density
nλ (q + G) induced at wavevector q + G by excitation
of the phonon mode (q, λ) (which has annihilation and
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ABSTRACT 

Models of nonproportional response in scintillators have highlighted the importance of parameters such as branching 

ratios, carrier thermalization times, diffusion, kinetic order of quenching, associated rate constants, and radius of the 

electron track.  For example, the fraction ηeh of excitations that are free carriers versus excitons was shown by Payne and 

coworkers to have strong correlation with the shape of electron energy response curves from Compton-coincidence 

studies.  Rate constants for nonlinear quenching are implicit in almost all models of nonproportionality, and some 

assumption about track radius must invariably be made if one is to relate linear energy deposition dE/dx to volume-based 

excitation density n (eh/cm
3
) in terms of which the rates are defined.  Diffusion, affecting time-dependent track radius 

and thus density of excitations, has been implicated as an important factor in nonlinear light yield.  Several groups have 

recently highlighted diffusion of hot electrons in addition to thermalized carriers and excitons in scintillators.  However, 

experimental determination of many of these parameters in the insulating crystals used as scintillators has seemed 

difficult.  Subpicosecond laser techniques including interband z scan light yield, fluence-dependent decay time, and 

transient optical absorption are now yielding experimental values for some of the missing rates and ratios needed for 

modeling scintillator response.  First principles calculations and Monte Carlo simulations can fill in additional 

parameters still unavailable from experiment.  As a result, quantitative  modeling of scintillator electron energy response 

from independently determined material parameters is becoming possible on an increasingly firmer data base.   This 

paper describes recent laser experiments, calculations, and numerical modeling of scintillator response.   

Keywords  scintillator, nonproportionality, light yield, nonlinear quenching, diffusion, hot electron 

1. INTRODUCTION

The paired alternatives for the scintillator material characteristics listed in the title of this paper anticipate the Conclusion, 

in which predictive trends in scintillator nonproportionality and light yield follow a succession of branch points 

according to values of a few material parameters.  Payne et al [1,2] concluded from empirically modeled electron energy 

response data from Compton-coincidence light yield that the free-carrier fraction denoted ηeh is an important parameter 

affecting proportionality.   One could alternatively talk in terms of the exciton fraction (1 - ηeh).  We shall see that ηeh is a 

function of time and electron temperature, but a single-valued ηeh parameter can be associated with the average value of 

the evolving ηeh(Te,t) during nonlinear quenching.  Hence, the first of the branch points according to exciton/free-carrier 

ratio can be tested for its correlation with scintillator proportionality if we have some way of measuring ηeh independent 

of fitting a proportionality curve.  We will describe such an experiment on laser interband Photon Density Response 

(PDR) in this paper, alongside results from the literature on the more traditional Electron Energy Response (EER) data. 

PDR is a measurement of light yield versus absorbed photon density, where each ultraviolet photon produces one 

interband excitation. Thus PDR is a measure of light yield (or conversely, nonlinear quenching) as a function of 

excitation density.  EER, on the other hand, is a measurement of light yield versus initial electron energy of a Compton 

electron [1,2] or K-shell photoelectron [3].  In EER, lower initial electron energy implies higher average excitation 

density, and one sometimes interprets the EER curves as qualitatively indicating how light yield changes with changing 
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excitation density.  But of course the correspondence is complicated due to the fluctuating distribution of excitations 

created by slowing of the high energy electron, the fact that scintillation light yield is integrated over the entire trajectory 

of a slowing primary electron and its secondaries, and  the strong radial concentration gradient of excitations (mainly 

charge carriers) produced in the track.  Extracting parameter values such as free-carrier fraction, the nonlinear rate 

constants, and diffusion coefficients (cool and hot) from the complex track structures contributing to EER data is thus 

very model dependent.  In contrast, the horizontal axis in PDR plots is simply excitation density occurring on-axis just 

inside the sample surface.   Furthermore, the energy imparted to each electron-hole pair by absorption of an ultraviolet 

interband photon is the same and can be tuned. Finally, the gradients of excitation density produced by interband laser 

absorption are at least an order of magnitude smaller than the gradient of excitation density around an electron track.  

When carrier mobilities are low or modest, as in most scintillators, we can neglect diffusion effects in the laser PDR 

geometry in order to deduce dependence of light yield directly on excitation density.  From this dependence, one can 

extract nonlinear quenching rate constants as well as free-carrier fraction ηeh by fitting a rate equation to the PDR curve.  

With measured values of the free-carrier fraction and/or exciton fraction as well as the nonlinear quenching rate 

constants in hand from PDR experiments, one can then include carrier and/or exciton diffusion in the full rate equation 

needed to describe the electron track environment and predict electron energy response  for comparison to EER 

measurements.  Because nonlinear quenching goes on during the time of hot carrier thermalization in some scintillators, 

it has been found [4–8] that one needs to account for diffusion coefficients that are functions of electron temperature and 

therefore indirectly functions of time.  This requires calculations and modeling to take into account. 

 

 

2.  EXPERIMENT 
 

The experiment for measuring photon density response is represented schematically in Fig. 1.  The experiment and 

analysis has been described in detail in Ref. [9], where it was called “interband z scan” because of similarity of the 

experimental setup to the well-known z-scan method of measuring optical nonlinearities of a sample through effects on 

the transmitted beam as a function of focus.[10] In the interband z scan experiment, the laser beam is totally absorbed 

within ~ 100 nm of the sample face and luminescence is detected as indicated in Fig. 1.   

 

 

 
 
Figure 1.  Experimental schematic for interband laser z scan or PDR experiment is shown in the left half.  The right half is an enlargement of the 
sample showing the exponential attenuation profile in the longitudinal direction and the Gaussian beam profile in the transverse plane of the sample 

surface.   

 

Having acknowledged the setup similarity to conventional z scan measurements, we will henceforth refer to the 

experiment as photon density response (PDR) since this places it more accurately with respect to other well-known 

scintillator measurements including electron energy response,[1,2] photon energy response,[11] and gamma energy 

response.[12][9]  In PDR, light yield is measured as a function of excitation density under condition of constant 

excitation number.  If there is no nonlinearity of light yield, the PDR curve should be flat. 

 

Δ𝑧 ≈ 30  nm 
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Figure 2.  Measurements of the 4th harmonic ultraviolet pulse transverse profiles are shown for several distances, z, between the beam waist and the 
entrance face of the sample.  The data versus z are fit to the M2 profile of a non-ideal Gaussian, which changes with alignment of system components 

for different wavelengths of the 4th harmonic pulse. 

 

 

3.  RESULTS AND DISCUSSION 
 

3.1  BGO and SrI2; ηeh 

 

The raw data of the PDR experiment are shown in the left panel of Fig. 3 for two materials, bismuth germanate 

(Bi4Ge3O12, BGO) and strontium iodide (SrI2).  The characteristic dip at the beam waist position (highest fluence versus 

lens position) suggests why we have called this method “interband z scan.”[9] The middle panel shows that by taking 

into account the beam profile, sample reflectivity, and laser pulse energy, the fluence on the central axis just inside the 

sample surface can be associated with each z position.  The fluence scale is placed across the top of the middle panel in 

Fig. 3.  With further knowledge of the interband absorption coefficient α (cm
-1

), we can convert fluence to excitation 

density n0 (eh/cm
3
) on the central axis, just inside the sample surface.  The conversion formula is shown in Fig. 3, where 

F0 is the laser fluence (eV/cm
2
) and hν is the laser photon energy (eV).  In the right panel, the light yield is plotted versus 

a logarithmic scale of excitation density n0.  The left and right sides (z < 0 and z >0) of the z scan plot (middle panel) are 

averaged when replotting in the standard PDR format (right panel).   

 

Inspection of the right-hand panel in Fig. 3 comparing PDR of BGO and SrI2 reveals that the roll-off versus excitation 

density appears quite different in the two materials.  In SrI2, the light yield stays flat for a much longer expanse of 

excitation density n0 before plummeting at the end when n0 is very high.  The plummet occurs at excitation densities 

above 10
20

 eh/cm
3
, which is typically found only at the ends of electron tracks.  Thus in SrI2, the experimental light yield 

is almost flat and at its maximum value for all but track-end values of excitation density.  Most of the energy of high 

energy gamma rays is deposited at lower n0 than 10
20

 eh/cm
3
.  Therefore, by direct comparison in Fig. 3, SrI2 should 

have better proportionality and higher light yield than BGO, reasoning simply from the characteristic shapes of the 

photon density response (PDR) curves.  This is indeed confirmed by their performance as scintillators.  We shall see 

below that the shape of the SrI2 PDR fits 3
rd

 order quenching but not 2
nd

, and the shape of the BGO PDR fits 2
nd

 order 

quenching but not 3
rd

.  So a prediction of relative proportionality and light yield can already be made just on the basis of 

whether the nonlinear quenching kinetics is 2
nd

 or 3
rd

 order.  
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Figure 3.  Normalized light yield for BGO (red points, lower curve) and SrI2 (black points, upper curve) is plotted against three related variables:  lens 

position z (left panel), laser pulse fluence F (middle), and (log) excitation density n0 (right).   

 

Figure 4 displays the PDR data for BGO and SrI2 separately, with two different attempts at fitting to rate equation 

models of PDR also shown.    The solid line in each panel is the best fit or attempted fit with a model of 2
nd

 order 

(dipole-dipole) quenching, and the dashed line is the best fit or attempted fit to a model of 3
rd

 order (free-carrier Auger) 

quenching.  The conclusion is unambiguous in each case, and is summarized in terms of  experimentally determined free 

carrier fraction ηeh in the box below each plot.  The excitations during nonlinear quenching in BGO are apparently 

electron-hole pairs (excitons) interacting as dipole radiators and receivers in the near field, whereas in SrI2 during 

nonlinear quenching the dominant population is free carriers (ηeh = 1) based on the finding of 3
rd

 order quenching in the 

PDR data. 

 
 
Figure 4.  PDR data (open circles) for BGO on the left and SrI2 on the right.  The solid line in each panel is the best fit or attempted fit with a model of 

2nd order (dipole-dipole) quenching, and the dashed line is the best fit or attempted fit to a model of 3rd order (free-carrier Auger) quenching.  The fits 
are unambiguous and from this, the values of ηeh in each case have been deduced. 

 

vs. z position 
 (raw data) 

Proc. of SPIE Vol. 8852  88520J-4

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/24/2013 Terms of Use: http://spiedl.org/terms



3.2  Rate equations and light yield models for PDR 

 

The 2
nd

 order model can be stated quite simply.  It is based on the rate equation for exciton population, N (excitons/cm
3
), 

decaying by 1
st
 order radiative decay (rate constant R1), linear quenching (rate constant K1), and 2

nd
 order dipole-dipole 

quenching (rate constant K2): 

 

          (1) 

 

The solved population N(t) is substituted into the light yield equation: 

 

          (2) 

 

 

The result is the solid line fitted or attempted in Fig. 4. 

 

The 3
rd

 order model takes some additional discussion as given below and in Ref. [9].  It is based on the following 

approximate 3
rd

 order rate equation 

 

          (3) 

 

where n is the free carrier density.  In a pure material or at local excitation density much higher than that of dopants and 

defects, bandgap excitation leads to ne = nh = n.  The term K1en is the trapping rate on deep defects, Bn
2
 is the 

bimolecular pairing rate of electrons and holes to form excitons, and K3n
3
 is the Auger quenching rate.  It is more correct 

to write separate coupled rate equations for electron and hole density and write the 2
nd

 and 3
rd

 order terms proportional to 

nenh and (nenhne + nenhnh) respectively.  The more exact expressions of the bimolecular and Auger rates in coupled rate 

equations for electrons and holes are in fact used in our data fitting to account for effects of charge separation should it 

occur, but the form of the simplified Eq. (3) is useful for discussion of concepts in this document. 

 

3.3  ηeh(Te,t); born excitons; thermalization and capture of initially hot electrons 

 

We have just seen that  ηeh, defined as the average or effective value of ηeh(Te,t) during nonlinear quenching, can be 

measured by PDR experiments.  The free carrier fraction ηeh(Te,t) is an evolving quantity as electrons and holes cool 

from the nonequilibrium energies of their creation and begin to associate (while also diffusing) as excitons.  This raises 

the question, what was the “born” free carrier fraction ηeh (t=0)?  For insight, we look at calculations by Vasil’ev on the 

excitations created by scattering of high energy electrons in BaF2, including distributions at extremely short time after 

excitation, down to 0.04 fs.[13]  

 

The calculations provide two ways of looking at the exciton fraction at the instant of excitation.  In the left panel of Fig. 

5, the simulated dielectric function ε2 in light grey line, partial electron-hole contribution ε2
eh

 neglecting exciton 

contributions (grey shading), and energy loss function Im(-1/ε) in dark line with exciton structure are plotted for BaF2 as 

functions of photon energy.[13] The ratio of exciton and free-carrier final states directly excited by inelastic scattering of 

the incident electron is given by the partial contributions of these two types of excitations in the energy loss function.  

Visual separation of those two contributions is best indicated by comparison of ε2 and ε2
eh

 as a function of energy.  

Integration over photon energy spanning the energy deposition of a stopping primary electron suggests that excitons 

comprise only about 1% of direct excitations by electrons with initial energy greater than 1keV.   The fraction should 

decrease with rising initial electron energy. 

 

In the right panel, simulated energy distribution and particle number distribution among electrons, holes, and excitons 

excited in BaF2 by a 1 keV electron, evaluated at 0.04 fs after electron passage at the local position is shown.[13] By 

integrating the number of valence excitons and the number of electrons or holes in the bar chart representations, we 

conclude that about 2% of the excitations are bound valence excitons at 0.4 fs after the electron passage at the local 

position.  Core excitons are not counted because they will decay predominantly to energetic electrons and holes, and they 

do not represent much oscillator strength in any case.    
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Based on the example of BaF2, about 2% of excitations by a high energy electron go directly into bound exciton states.  

The rest are free carriers with some excess kinetic energy to be dissipated before possibly pairing.  The electron and hole 

will tend to move apart according to the initial relative velocities of their wave packets (vge - vgh) based on the local slope 

of the electron energy bands, while all the time losing energy.  As Vasil’ev et al have calculated [7,14], geminate pairs 

are created if the electron thermalizes within the Onsager radius of the hole it left at creation.  Other excitons can 

continue to form over time, between non-geminate carrier pairs.  Exciton formation can be delayed if electron 

thermalization is slow, as in crystals with low optical phonon frequency.  Our hypothesis is that the ratio of exciton 

fraction and free-carrier fraction during nonlinear quenching depends on the electron thermalization rate, which in turn 

depends on the optical phonon frequency ωLO. 

 

The relation of electron thermalization time to capture on holes (making excitons) is illustrated in Fig. 6 showing 

calculations of electron energy relaxation and the fraction of electrons captured on holes as a function of time in CsI and 

YAP (yttrium aluminum perovskite, YAlO3) by Li et al [15]

Figure 5.  Imaginary part of the dielectric function ε2 in light grey line, partial electron-hole contribution ε2
eh neglecting exciton contribution (grey 

shading), and energy loss function Im(-1/ε) in dark line with exciton structure are plotted for BaF2 in the left panel as functions of photon energy 
by A. N. Vasil’ev.[13]  The right panel shows simulated energy distribution and particle number distribution among electrons, holes, and excitons 

excited in BaF2 by a 1 keV electron, evaluated at 0.04 fs after electron passage at the local position.  Figures used with permission of A. N. 

Vasil’ev.[13] 

 

Figure 6.  Monte Carlo simulations of the thermalization of hot electrons and capture on holes in CsI and YAP calculated by Li et al.[15]  The 
method is similar to that employed by Wang et al [4,5] and Vasilev et al. [7,14] including calculation of phonon emission rate.  The electron is 

captured when it scatters to a bound state in the electron hole potential that is at least 3 kT below the ionization limit.  Results are shown for initial 

excitation densities of 2 x 1020 cm-3 (red) and 2 x 1018 cm-3 (blue). 
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The calculation method employs Monte Carlo simulation with phonon scattering rates calculated by methods similar to  

Wang et al[4,5] and Vasil’ev et al. [7,14]  The electron is captured by a hole when it scatters by phonon emission to a 

bound state in the electron-hole potential that is at least 3 kT below the ionization limit.[15]    Notice that the time axes 

for the YAP and CsI plots are a factor of 10 different.  It is seen that electron-hole pairing in CsI is prevented until 

electron thermalization is nearly complete on a scale of about 3 ps, and then capture proceeds rapidly after that delay.   

The same happens in the simulations for YAP, except about 30 times faster.  Cooling and capture in YAP is substantially 

subpicosecond, i.e. around 100 fs.   In order to match the experimental finding of pure 3
rd

 order quenching in CsI, 

nonlinear quenching should be mostly complete in 3 ps or less. We have labeled the time intervals in which free-carrier 

kinetics would apply and in which exciton kinetics would apply, for both materials in Fig. 6.   

 

An experimental observation relevant to this topic comes from picosecond infrared absorption spectroscopy of pure and 

Tl-doped CsI at room temperature, shown in Fig. 7.[16] The upper and lower panels are for different kinetic energies 

shared by the electron and hole, 2hν – Egap = 0.1 eV and 3.06 eV respectively.  The initial spike of absorption nearly 

coincident with the excitation pulse has a very broad spectrum and may be attributed to free carrier absorption.  It can be 

seen that when the initial excitation is 3.06 eV above the band gap, the free carrier spike is larger relative to the more 

slowly developing self-trapped exciton absorption. It is relatively smaller for excitation just slightly above the band gap. 

The rapid drop in free carrier absorption could be due to shallow capture of electrons in high Rydberg states around holes, 

transferring oscillator strength dominantly to the deep infrared spectrum out of our experimental spectral range, and to 

self trapping of holes which could transfer hole oscillator strength to the ultraviolet. The re-growth of absorption having 

a spectrum previously attributed to self-trapped excitons in CsI at room temperature [17] could represent relaxation of 

self-trapped excitons to their metastable radiative state.  The time for that process is seen in Fig. 7 to be about 10 ps, 

roughly consistent with the calculated electron-hole capture rate for CsI in Fig. 6. 

 

Free-carrier Auger quenching rather than exciton-exciton dipole quenching should apply in the initial time period when 

the (hot) carriers are free.  When the carriers are thermalized and captured on spatially separated traps, their contribution 

to Auger quenching should effectively terminate.  This would be the likely case in CsI:Tl.  Holes tend to self-trap right 

where they are in the host lattice, while electrons should trap mainly on Tl
+
, present at 0.1% levels.  The main point is 

that electrons and holes do not generally trap at the same location in scintillators like CsI:Tl, so trapping in a doped 

crystal can effectively terminate Auger recombination.  When the electrons are captured on self-trapped holes to form 

STE, the dominant quenching term from that sub-population should be 2nd order dipole-dipole, but by then their 

concentration has been reduced by diffusion and Auger quenching, so they represent only a fraction of the initial electron 

population.  Thus their contribution to quenching can be small compared to the free-carrier contribution in the earlier, 

denser conditions.  
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Figure 7.  Picosecond infrared absorption spectroscopy of pure and Tl-doped CsI at room temperature.   The left and right panels are for different 

kinetic energies shared by the electron and hole, 2hν – Egap = 0.1 eV and 3.06 eV respectively.   
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3.4  Mixed kinetic order in NaI and Kinetic Monte Carlo simulations of PDR 

 

NaI is the exception that proves the aforementioned rule, in view of its higher ωLO relative to most other iodide 

scintillators.  Whereas nonlinear quenching is pure 3
rd

 order in SrI2 and CsI, we observe in PDR of NaI that there is a 

mixture of 2
nd

 order and 3
rd

 order kinetics, depending on how far above  the exciton bands the PDR laser excitation is 

tuned.   

 

The mixed order NaI results in Fig. 8 (left) were excited with 6.1 eV laser photons, which produce hot carriers with up to 

0.3 eV excess energy.  When the experiments were done with 5.9 eV laser photons only about 0.1 eV above the exciton 

ionization limit, the PDR can be fit by pure 2
nd

 order quenching, as shown in Fig. 8(right) and Fig. 9.  Superimposed in 

Fig. 9 is the Kinetic Monte Carlo (KMC) simulation of 2
nd

 order quenching[18,19], fitted to the laser PDR data[9].  As 

mentioned in the Introduction, the PDR experiment is measured without the complex track structure and associated 

gradients driving diffusion that occur in gamma-ray or electron excited luminescence. This allows KMC fitting of laser 

PDR to calibrate rate parameters used in the simulation, without having to deal with the track structure complications.  

This is  a valuable tool in conjunction with anticipated KMC fitting of EER data including Compton coincidence (e.g. 

SLYNCI) and K-dip.   

 

 
 
Figure 9. Comparison of the calculated light yield by Kinetic Monte Carlo method (open circles) [18,19] with experimental PDR results (solid circles) 

[9] for NaI(0.1% Tl) excited by 5.9-eV photons as a function of the position of the beam waist (z-position) and excitation density. 

Figure 8  Photon density response of NaI:Tl excited at 6.1 eV and 5.9 eV.  For 6.1 eV excitation, the fit corresponds to a mixed population of 
excited states during nonlinear quenching:  65% free carriers and 35% excitons.  For 5.9 eV excitation, the 2nd order model provides a good fit, 

implying that the excitations are excitons. BGO data with known pure 2nd order kinetics is superimposed for comparison. 
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3.5  Hot free-carrier kinetics and associated light yield model 

 

We have been showing 3
rd

 order fits of the PDR data in Figs. 4 and 8 without yet stating exactly what the 3
rd

 order model 

is.  The delay in discussing it is tied up with the phenomenon illustrated in Fig. 6, that slow electron thermalization can 

introduce a delay in exciton formation.  We will build the model for 3
rd

 order quenching in view of finite electron 

thermalization time in stages, starting from the conventional model that neglects this factor.  The basic rate equation that 

includes 3
rd

 order quenching was given previously as Eq. (3).  The conventional assumption is that all of the rate terms 

compete on the same time scales.  We will refer to this as the “conventional Bn
2
 model”, so named because the 2

nd
 order 

exciton formation term is responsible ultimately for light emission.   

 

Following an assumption made by Murray and Meyer [20], we consider for the moment that only the free carriers 

forming excitons (rate Bn
2
) will have a chance ultimately to contribute to scintillation light, and so write the following 

proportionality to the corresponding light yield 

 

   

          (4) 

 

 

 

where the rate constants K1e, B, and K3 were defined in Eq. (3). 

 

Putting aside the 3
rd

 order term for the moment, we note that Murray and Meyer considered only the 1
st
 and 2

nd
 order 

terms without the indicated time integrals in Eq. (4) and then divided out the common factor of Bn
2
, obtaining 

   

1

1 1eK
LY

Bn



 
  
 

      (5) 

for the trend of rising light yield  with excitation density.  They later remarked on the ultimate decreasing light yield 

expected at very high excitation density, which we include by restoring the Auger term and writing an expression in all 3 

orders, similar to Eq. (5).  This qualitatively predicts a hump in light yield versus excitation density n:      

 

  

1

1 31eK K n
LY

Bn B



 
   
 

     (6) 

 

It is worth noting that in going from the conventional light yield expression in Eq. (4) to the simplified trend expressed in 

Eqs. (5) and (6), a step was taken that does not strictly apply to pulsed excitation such as in scintillator operation.  

Dividing out the Bn
2
 rate term can only be done mathematically in a “continuous excitation” experiment where the 

excited population is continuously resupplied.  Then the light yield is  proportional simply to the ratio of radiative and 

total rates of depleting the excited population, as represented in Eqs. (5) and (6).  (We also note that J. B. Birks [21] 

made a similar continuous excitation assumption in deducing the “Birks term” as it has been called by various workers in 

the scintillator field.)   But the real application of scintillators, the measurements of electron energy response, and the 

photon density response laser experiment all detect the integrated light yield after pulsed excitation.  This requires doing 

the time integrations shown explicitly in Eqs (2) and (4), before forming the ratio.  The “continuous excitation model” 

can be convenient for discussing qualitative trends, but for fitting quantitative data the integrals must be done first and 

then the ratio formed to predict light yield.   

 

For large carrier density n, where both photon density response and electron energy response experiments generally 

show a roll-off of light yield due to nonlinear quenching, Eq. (6) predicts an inverse first power dependence (1/n) of 

Light Yield versus n.  Figure 10 plots the prediction of Eq. (4) including proper integration, labeled as the “conventional 

Bn
2
 model”, in comparison to measured photon density response of SrI2.  The plot of the 2nd order quenching model 

represented by Eq. (2) is also shown, and neither can fit the data because they fall off too slowly.  In fact, the 

conventional Bn
2
 model falls off even more slowly than the 2

nd
 order exciton model, Eq. (2).   

2 3
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2 3 3

1 3
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Figure 10.  PDR data in SrI2 (open circles) is shown along with three model attempts to fit the data.  The red dashed curve that fits the experimental 

data uses the 3rd order model to be developed in the next few paragraphs.  The blue dashed curve that cannot be made to fit is the 2nd order model 

described by Eq. (2).  The solid curve that also fails to fit the data is the “conventional Bn2” light yield,  Eq. (4), based on the conventional 3rd order rate 
equation, Eq. (3), in which all terms compete on the same time scale.   

 

The failure of Eq. (4) to fit the roll-off slope in a 3rd order quenching material is one of several experimental results 

leading us to conclude that the first, second, and third order kinetic terms do not all compete on the same time scale in 

materials like SrI2 and the alkali iodides, where hot carriers persist during a significant part of the time for nonlinear 

quenching.  The very fact of finding pure 3rd order quenching in photon density response for SrI2 and CsI already led us 

to invoke hot electrons as the physical phenomenon holding off exciton formation and other electron capture channels 

for a finite time in iodides.  The hot electron thermalization time is approximately inversely proportional to optical 

phonon period [4,5,7,14] and can be as long as 7 ps in CsI.[4,5] There seems almost no other way of explaining the 

occurrence of pure 3rd order quenching in the iodides having low ωLO while the oxides with high ωLO exhibit pure 2nd 

order quenching.   

 

The logical extension of this explanation is that not all the rate terms in Eqs. (3) and (4) can be competing in the same 

time range.  Electron capture on traps or dopants (An) or on holes (Bn
2
) is strongly suppressed until the electrons have 

thermalized.  This was illustrated by the calculations of electron temperature and of the paired fraction of electrons and 

holes versus time comparing CsI and YAP in Fig. 6.  Therefore, we want to see if the slope of the roll-off of photon 

density response in SrI2 and other iodides can be properly fit when we take the thermalization time dependence of each 

kinetic order into account in the free-carrier rate equation (Eq. 3) and the expression for light yield (Eq. 4).  Use of 

explicitly calculated rate “constants” dependent on time via electron temperature is being pursued in current Monte Carlo 

simulations of these processes.[15]  However, for a simple analysis of the photon density response data that at least takes 

electron thermalization into account, we have assumed a step-wise time dependence in each kinetic order of the free-

carrier rate equation [9] as follows: 

  )()()( 3

3

2 tnKtBntAn
dt

dn
ththth     (7) 

where Θ(t-τth) is the Heaviside step function turning on after τth, and Θ(τth -t) turns off after τth.   

 

In this way, we assert that the coupling rates into exciton formation (Bn
2
) and carrier trapping (An) cannot turn on until it 

becomes possible to trap electrons on holes or on dopants, i.e. until the electron has thermalized to within the trapping 

potential depth. (See Fig. 6)  Li et al are working to calculate the thermalization time as a function of electron energies 

excited in the photon density response experiments.[15]  However for the time being, we assume that the trapping and 

bimolecular exciton formation channels turn on after a hot electron thermalization time approximated as 6 ps in iodide 

crystals.  This estimate of 6 ps is chosen as representative of the 7 ps maximum thermalization time in CsI [4] and the 6 

ps capture time of electrons on Tl
+
 in CsI:Tl(0.3%) [17].  The free-carrier Auger recombination is similarly modeled as 
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turning off when the carriers thermalize and trap on spatially separated sites (in CsI:Tl and similar activated scintillators, 

especially halides).   

 

Based on the time-step rate equation (7), we can proceed to write the expression for light yield taking hot electron 

thermalization into account.   The integration of Eq. (7) has been done numerically for fitting, but is not directly 

expressible in analytic form.  However, the following expression separating the terms of Eq. (7) acting on different time 

scales into a product of probabilities of survival from each successive stage yields fits practically indistinguishable from 

the numerical integration of Eq. (7).  It has the advantage of being conceptually easy to dissect into three physical stages:   

2 3 33
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      (8)        

                                                                                                                                                              

A crucial feature of Eq. (8) to note is that the 3
rd

 order quenching process is limited to the left-hand bracket governing 

hot carrier quenching and determining the survival fraction that passes on to the middle bracket of processes such as 

capture of thermalized carriers on deep traps (K1n) and on holes (Bn
2
).  The left-hand bracket as a multiplier imposes a 

steep slope on the roll-off of light yield at high n, in agreement with the PDR experiments.  The time integrals in the 

middle term run formally from τth out to ∞, but the rates within are all sufficiently fast that the trapping and exciton 

formation can be virtually complete in tens of picoseconds.  The survivors of the middle bracket are excitons, passed on 

to the right-hand bracket as the exciton density N.  The quadratic nature of electron-hole recombination is represented in 

the exciton formation (middle bracket), but the only radiative rate in the entire multiplied string of brackets is that of 

generalized (free or trapped) exciton radiative decay R1N in the right-hand bracket.  

 

In a more complete treatment to be published [22], it is shown that the free-carrier rate equation Eq. (3) should account  

separately for the rates of deep trapping K1n and shallow trapping S1n.  If the shallow traps thermally release stored 

charge within the scintillation time window, the S1n rate can also contribute to eventual formation of trapped or free 

excitons and thus becomes another kinetic term in the light yield.   

 

3.6  Auger rate constants 

 

By fitting Eq. (8) to PDR data, we obtain the rate constants K2 and/or K3 appropriate to the populations of excitations, as 

well as ηeh specifying the fractional populations.  The values of K3 measured from these PDR (Z scan) experiments in 

SrI2, CsI, NaI, and CdTe are compared in the following Table and graph to K3  measured by other methods in materials 

that are primarily semiconductors of interest for light-emitting diodes and lasers.  The empirical “band-gap rule” of 

Auger rate constants predicts that K3 decreases as the  

 
band gap increases.  The basic reason for this is that the energy given to the spectator electron or hole by e-h 

recombination increases with band gap.  The corresponding final-state wavevector of the spectator particle increases 

accordingly, soon exceeding the range of wavevector k in the initial state and thus progressively closes down the 

Figure 11.  Auger recombination rate constant K3 (cm6s-1) is tabulated and plotted versus bandgap  for CdTe, SrI2, NaI, and CsI measured by laser 

PDR in this work, alongside values from the literature on several semiconductors. 
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possibility of satisfying k conservation.  Our measured K3 for CdTe falls in line with the other semiconductors, but K3 for 

the iodides with larger band gap lies considerably above the trend extrapolated from the semiconductors.   

 

There are at least two interpretations for the Auger rate constants found in alkali iodides from PDR measurements being 

higher than predicted by the band-gap rule extrapolated from semiconductors:  (1)  The hole in alkali halides[23] (and 

alkaline earth halides [23] including SrI2  [24] is self-trapped.  This localization to one lattice site removes the wave-

vector conservation rule that otherwise severely limits possible final states of the Auger transition as band gap increases.  

If at least one of the interacting carriers is localized (e.g. self-trapped), the initial state already contains a spread of k 

components, so the Auger rate should not be so restricted.  If we feel confident to press details of the data, we can point 

out that the Auger rate constant of SrI2 is about 6x smaller than the average of CsI and NaI.  Since we have seen that SrI2 

quenches only by Auger recombination, the fact that it has a smaller Auger rate constant than alkali iodides seems to be 

yet another reason why SrI2 has better proportionality and light yield.  As a possible cause for the difference, one 

wonders if possibly the hole is not as completely localized in SrI2 as in the alkali iodides.  (2)  The electron is hot during 

the free carrier phase when nonlinear quenching is assumed to occur.  The carriers excited by laser in the photon density 

experiments remain out of equilibrium with the lattice, possessing up to 300 meV excess kinetic energy (up to 2300 K 

electron temperature) in alkali iodides and up to 1.6 eV in SrI2 during the Auger recombination observed in the 6.1 eV 

PDR experiments.[9] It is known that lattice temperature accelerates Auger recombination particularly in wide-gap 

materials, for the reason discussed just above.  At high lattice temperature, phonons can provide the needed momentum 

in indirect Auger events, as is well known.  Similarly, excess electron temperature should also increase the probability of 

conserving momentum for large energy transfers in Auger recombination.  Although moderately hot electrons do not 

possess mean momenta as large as phonons, neither do hot carriers as sources of momentum imply a 4th participant 

(phonon) as required in indirect Auger processes.  Both reasons support plausibility of the enhanced Auger rates 

observed in iodide crystals by the PDR experiment. 

 

Yet another alternate interpretation could be that the premise of Eq. (7) and the surrounding discussion is wrong, i.e. that 

the free-carrier Auger (3rd order) quenching continues well beyond the time limit imposed by carrier cooling and 

trapping.  Then a smaller K3 rate constant would be deduced from the photon density response.  But then we would have 

to look elsewhere than hot electron thermalization to resolve the observed 3
rd

 order/ 2
nd

 order dichotomy of iodides vs 

oxides and to account for changing kinetic order upon tuning photon energy about 200 meV above the band gap in 

iodides.   We have not found an alternative explanation for the latter observations.  

 

3.7  Adding electron tracks and predicting electron energy response 

 

We have used laser PDR data measured without the complicating spatial gradients of electron tracks to determine values 

of ηeh, K2, and K3.  To compare the predictions based on these and other parameters to electron energy response of 

scintillators, one needs to put the track gradient, diffusion, and excitation density distribution back into the picture.  We 

do this by measuring track radius near the track end and constructing a light yield model that includes carrier diffusion 

and the linear & nonlinear rate constants to obtain a predicted local light yield as a function of excitation density, YL(n0).   

Then the distribution of excitation densities from slowing of a high-energy electron of initial energy Ei is calculated, e.g. 

using Geant4, to yield the distribution of excitation densities, Feh(n0,Ei).   Convolution of these two functions of n0 yields 

the electron energy response Ye(Ei) for comparison to Compton-coincidence and K-dip experiments. [25] The procedures 

from diffusion, quenching, thermalization, and local light yield up through the final convolution have been developed in 

Refs. [1,2,4–8,25–29].  A brief overview will be given here, beginning with effects of diffusion and nonlinear quenching 

in electron tracks.   

 

Refs.[26–28] developed a local light yield model based on the premise that by diluting excitation density and in some 

cases separating charges in the track core, diffusion of electrons and holes can affect the nonlinear quenching.  Refs. 

[11,26–28] and related works set out to evaluate the dominant trends in light yield resulting from a model corresponding 

to the rate Eqs. (1) and (2).  It was found that the dominant diffusion effects manifest themselves differently in different 

classes of materials.  We will illustrate in turn two competitions in which diffusion can preserve some excitations from 

the nonlinear quenching that would otherwise occur. The first competition is simple dilution of carrier pair density by 

ambipolar diffusion of electrons and holes to diminish the amount of dipole-dipole quenching that would otherwise 

occur in the dense track core if carriers and excitons were static.   The essence of the track-dilution effect of ambipolar 

diffusion on nonlinear quenching is illustrated for the full exciton rate equation, i.e. Eq. (1) with diffusion included, 
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applied to an assumed cylindrical electron track in Fig. 12.  It is simply a competition in whether excitons will more 

quickly reduce their concentration N by the quenching itself (a loss of the exciton number) or by diffusion to larger 

radius causing reduction of exciton density and thus of quenching rate, but not necessarily a reduction of exciton number.     

 
A physical phenomenon affecting halides more than oxides and semiconductors is spatial charge separation when the 

electron and hole mobilities are widely unequal.  This is especially pronounced when there is self-trapping of holes.  The 

effect is to protect the electron-hole pair from early nonlinear quenching, which requires that electron and hole 

distributions are spatially overlapped.  If, as in alkali halides, the electron mobility is much greater than the hole mobility, 

the electrons will outrun the holes in the radial concentration gradient of the modeled cylindrical track, trapping 

separately as independent carriers in preference to pairing as excitons, up to the time of eventual de-trapping and 

recombination on activators or defects.[26,29] The excitations that are captured as excitons on an activator will emit 

promptly.  In contrast, the excitations that are captured as separated electrons and holes on different activators or defects 

must recombine more slowly by de-trapping mechanisms.  During that process, the fraction of independently trapped 

carriers (IF) will be exposed to deep trapping, particularly by charged defects having a large cross section for 

independent charge carriers.  IF in general changes along the track length due to changing electric field effects that 

accompany the changing excitation density. The trapping hazard is represented  by the multiplier of fraction IF, called 

the linear quenched free-carrier fraction k1.[26,27] The survival fraction is thus (1-k1IF).  Plotting (1 – k1IF) versus on-

axis excitation density n0 for several different hole mobilities μh relative to fixed μe shows a rising trend versus n0.     

 
Figure 13.   Simulated local light yieldYL(n0) = (1-QF)(1-k1IF) versus on-axis excitation density n0 is plotted  for different hole 

mobilities as listed.  The electron mobility is fixed at 8 cm2/Vs.  The linear quenched fraction k1 is 0.33 in the upper frame and 0 in the 

lower frame.   

Δ r ≈ 3 nm 

Figure 12.  The illustration on the left represents the competition between loss of luminescence due to 2nd order quenching in an electron track, and 
rescue by diffusion out of the densely populated track core.  The illustration on the right compares the weaker gradients in laser interband 

excitation for PDR. 
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In some ways analogous to the product of “Birks and Onsager” terms in the model described by Payne et al [1,2], the 

product (1-QF)(1-k1IF) approximates the overall probability of an electron-hole pair surviving nonlinear quenching QF 

in the track core, followed by the probability of being driven to independent status by unequal diffusion and yet 

surviving deep trapping to recombine radiatively.   Figure 13 plots the simulated local light yield in the model of Refs. 

[26–28] for a series of hole mobilities μh while holding μe = 8 cm
2
/Vs. Without a significant mismatch of μe and μh, there 

is no hump.  But also without some linear quenching k1, there is no hump either.        

 

3.8  Track radius 

 

The track radius determines n0 corresponding to a given linear energy deposition rate dE/dx and also determines the 

gradient that promotes radial carrier diffusion.  Track radius is thus a crucial parameter of the model, both its initial value 

at the time of energy deposition, and its evolving value under diffusion of hot and thermalized electrons.  For that matter, 

there is a radius of the hole distribution and a radius of the electron distribution.  Depending on whether holes self-trap 

and how much electrons or holes diffuse, charge separation can build up.  This has consequences for both radiative and 

nonradiative recombination on different time scales.  Recent experimental [9] and computational [30] work has deduced 

probable values for the radius of the nonlinear quenching zone [9] and the radius of the self-trapped hole 

distribution[30,31] near the track end in NaI and more recently in SrI2 [32].  The values are all in agreement on 

approximately 3 nm radius.  The data and method for the experimental determination are illustrated in Fig. 14 and have 

been discussed in more detail in Ref. [9]. 

 

The laser fluence in a PDR (z-scan) experiment can be adjusted to produce the same nonlinear quenching at the bottom 

of the dip as is seen in K-dip spectroscopy at a track-end value of electron energy (e.g. 80 eV) in NaI:Tl.  Briefly, K-dip 

spectroscopy analyzes the light yield attributable to excitation by K-shell photoelectrons of specific energy selected by 

tuning synchrotron radiation relative to the K edge.[3] It is assumed that the same excitation density n0 will produce the 

same amount of nonlinear quenching in each of the two experiments compared in Fig. 14.  We equate the peak densities 

n0 expressed in Eqs. (9) and (10) and solve for       the effective radius in which nonlinear quenching occurs:   

  
20

NLQgap rE

dx
dE
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Figure 14.   K-dip spectroscopy [3] for NaI:Tl (left) with 50% quenching near the track end.  On the right are the z-scan results for NaI:Tl with the uv 
laser fluence tuned to produce the same level of quenching from Ref. [9]. 
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,[33]    =  0.4 mJ/cm

2
,    = 5.9 eV,       (at 80 eV) = 64 eV/nm [31], β = 

2.5 [34], and      = 5.8 eV is      ≈ 3 nm near the track end.  Using the NWEGRIM Monte Carlo code, Gao et al have 

calculated the radius of the self-trapped hole distribution at track end in NaI to be 2.8 nm[30], as shown in Fig. 15 and 

discussed briefly below. 
 

 

 

 
 
Figure. 15 Calculated probability distribution of electrons at end of the electron cascade (effectively before diffusion and thermalization) near the track 
end in NaI. This is assumed to approximate the distribution of self-trapped holes. 

 

Although a single value of track radius can be evaluated in the z-scan experiment, its fluctuation cannot be easily 

determined in experimental measurements, which may be important for the further development of an accurate model of 

scintillator proportionality. The NorthWest Electron and Gamma Ray Interaction with Matter (NWEGRIM) code,[30] 

has been developed to simulate the response of scintillator materials, evaluating their intrinsic properties, stopping power, 

and maximum theoretical light yield. It has been employed to determine the electron distribution in NaI at initial points 

of creation, i.e. at the end of the electron cascade terminating with the start of phonon cooling at Ecbm+Egap. This is 

effectively before diffusion and thermalization. It is likely that the static self-trapped hole distribution in an alkali halide 

crystal such as NaI is the same as this initial electron distribution radius. As shown in Fig. 15, the peak position of the 

radial distribution at the track end in NaI is 2.8 nm, and the distribution ranges from 0.1 to 14 nm. This self-trapped hole 

distribution is in reasonable agreement with that measured by the z-scan experiments in NaI, discussed above. It is also 

consistent with an earlier estimate by Vasil’ev et al.[31] 

 

 

3.9  Hot electrons 

 

Carrier pairs are created by slowing of the primary electron, with electron and hole kinetic energies distributed over a 

wide range.  The electrons lose energy very rapidly by secondary e-h production until reaching an energy one bandgap 

above the conduction band minimum (cbm), and analogously for holes.  From there, the cooling is slower by phonon 

emission (picoseconds or less for LO phonon processes) as equilibrium with the lattice temperature is approached.   

There are a number of indications that the main part of nonlinear quenching takes only a matter of picoseconds, as does 

free-carrier diffusion toward an equilibrium distribution [26], so it can be important to consider diffusion and nonlinear 

quenching while the electrons are still in nonequilibrium energy states.   

 

The extent of electron-hole pair recombination and the distances traveled by hot electrons during thermalization are 

illustrated in Figure 16 for four halide scintillators, namely, NaI, CsI, CaF2, and BaF2. These results have been obtained 

from a Monte Carlo model of electron thermalization [4,5] that incorporates electron scattering with optical and acoustic 

phonons and also includes the effects of internal electric fields. The model uses as input the spatial and kinetic energy 

distributions of electron-hole pairs at the end of the energy cascade, as calculated by NWEGRIM. The kinetic energy 

distributions of hot electrons at the end of the energy cascade extend up to the band gap energy. Therefore, the majority 

of the electrons have high kinetic energies relative to the thermal energy. As a result, the distributions of the distances 
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traveled by the electrons that are able to escape the electric field of the STHs and eventually reach thermal energy 

(referred to as “stopped” electrons) peak between approximately 20 and 60 nm and can extend up to a few hundreds of 

nanometers (Figure 16 – right). Although the thermalization distances can be large, a significant fraction of the electrons 

(referred to as “recombined” electrons) are not able to escape the electric field of the STHs and recombine with STHs to 

form STEs (Figure 16 – left). The increase in stopping power at low incident γ-ray energies generates high electron-hole 

pair densities, which leads to an increased probability for electron-hole pair recombination. This, in turn, should result in 

a greater extent of second and/or third-order nonlinear quenching at low incident γ-ray energies. Second order quenching 

is now treated in the KMC model, with inclusion of third order anticipated at a future time. The MC model predicts that 

the four materials yield different extents of electron-hole pair recombination due mostly to differences in their electron 

mean free paths, LO phonon energies, initial densities of electron-hole pairs, and static dielectric constants. In particular, 

the LO phonon energy is a key factor that affects electron thermalization. Indeed, the higher the LO phonon energy is, 

the more favored phonon emission is over phonon absorption and the more energy is transferred to the lattice for each 

phonon emission event. Electron-hole pair recombination occurs in the early stages of the thermalization process and 

those electrons that recombine with STHs travel distances of at most 10 to 20 nm (Figure 16 – right – inset). 

 
 
Figure 16. (left) Fraction of recombined electron-hole pairs as a function of incident γ-ray energy for two alkali iodide (NaI and CsI) 

and two alkaline-earth fluoride (CaF2 and BaF2) scintillators. (right) Thermalization distance distributions of the “stopped” electrons 

for the same four scintillator materials (2-keV incident γ-ray). The inset shows the thermalization distance distributions of the 

“recombined” electrons from the same simulations. 

 

It appears that the consideration of hot and thermalized diffusion can resolve some subtleties having large consequences 

for scintillator performance, such as why NaI:Tl and SrI2:Eu have such different proportionality and light yield despite 

having quite similar values of carrier mobility, nonlinear quenching rate constants, and other parameters normally 

considered to help determine proportionality and light yield.  A clue is found from inspecting the conduction band 

structures through the phonon cooling range in Fig. 17.    

 

Just as a visual impression, the conduction bands in NaI are comparatively sparse and not terribly far from free-electron 

like.  In contrast, the conduction bands in SrI2 are densely packed and generally appear flatter, partly attributable to 

avoided crossings of some of the densely packed bands.  The cause of this visual impression is basically that the hot 

electron group velocities proportional to slopes of the bands appear lower on average in SrI2 than in NaI.  The difference 

in packing density of the electronic bands is attributable to the more complex unit cell in SrI2 (24 atoms) compared to 

NaI (2 atoms).  Calculation of the average group velocities in these two crystals was presented in Ref. [6], and used to 

form a hypothesis illustrated schematically in the lower part of Fig. 17.  If hot electrons diffuse farther radially in NaI 

than in SrI2, then the recombination of thermalized and/or shallow-trapped electrons with holes trapped near the track 

core will have to get through a longer path of quenching (deep-trapping) defects in NaI than in SrI2.  This raises the 

linear quenched fraction k1 in NaI relative to SrI2 (and also relative to other halides with complex unit cells – 

“multivalent halides” in the characterization of Payne et al.[2]).  We have already seen in Fig. 13 that increasing k1 

increases the “halide hump” in electron energy response. Proportionality suffers when the hump is large.  By definition, 

k1 also decreases total light yield.   
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4.  CONCLUSIONS 

 

From the foregoing discussion, it should be possible to look at branch points between basic types of behavior of 

scintillator materials according to the value (high or low) of a few key parameters.  In the following exercise, we will 

consider four such parameter choices in sequence as a “decision tree” to see if indeed it can predict general 

characteristics of proportionality and light yield based on a small number of parameters that are measureable apart from 

the scintillator proportionality measurement itself.   If it can be confirmed, it is the beginning of a design rule for 

scintillator discovery and engineering.  

  

The first parameter to be considered, therefore in some sense the most fundamental, is the (highest) LO phonon 

frequency.  The corresponding branch point is diagrammed in Fig. 18, with experimental plots of PDR illustrating 

physical consequences of branching to high and low values of ωLO.   Low ωLO in the right branch means that the carriers 

thermalize slowly relative to the time in which the main part of nonlinear quenching occurs.  The basis for this 

conclusion is the experimental observation of pure third order quenching kinetics in the PDF data for CsI and SrI2.  

Identifying 3
rd

 order quenching with free-carrier Auger recombination, we have concluded that in materials of the right 

branch, free carriers are too hot during the nonlinear quenching phase to become bound in exciton or trap states.  Since 

the time for electron thermalization by LO phonons in iodide crystals has been calculated [4,5,7,14] to be on the order of 

a few picoseconds, the above line of reasoning indicates that the main nonlinear quenching is complete within a few 

picoseconds.  This conclusion is consistent with previous time-resolved data directly[25] and indirectly [17] related to 

nonlinear quenching in CsI.  The bottom line for the decision is that free carriers dominate the nonlinear quenching 

process in the right branch of Fig. 18 corresponding to low ωLO.  Most iodides qualify as low ωLO, although we saw in 

the PDR data of Fig. 8 that the light mass of sodium in NaI puts it in a category of mixed kinetic order, with free carriers 

and excitons apparently coexisting during nonlinear quenching.  Heavy metal bromides and chlorides have not yet been 

run in the laser PDR experiments because of their larger bandgaps, but we tentatively lump them in the right branch 

based on ωLO as the class of “heavier halides”, especially when the halide is paired with a heavy metal. As a graphic 

illustration with real data, Fig. 18 includes PDR of SrI2 as a paradigm of the materials classified in the right branch.   

 

The left branch is for high ωLO, characteristic of oxides and fluorides.  High ωLO causes rapid carrier thermalization. The 

PDR experiments on the oxides (BGO and CdWO4) that have been measured exhibited pure 2
nd

 order quenching, 

Figure 17.  Upper part:  Conduction band dispersion curves are compared through the range of phonon-cooling of hot electrons from Ecbm up to 
Ecbm + Egap for NaI and SrI2.  Lower part:  Hypothesis based on faster diffusion of hot electrons in NaI compared to SrI2, leaving a track core of 

self-trapped holes near the center.  Recombination by diffusion after thermalization encounters a longer path through the field of deep electron 

traps in NaI.   
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consistent with dipole-dipole annihilation. This indicates that excitons in some electronic state had formed before the 

main part of nonlinear quenching.  BGO is shown as the example of a PDR curve characterizing materials in the left 

branch.  The PDR comparison in the bottom center of Fig. 18, already discussed in Figs. 3 and 4, emphasizes the point 

that both proportionality and light yield are already affected in an important way by this first material branch point, 

controlled by the value of ωLO.  The winner in both proportionality and light yield at this point is the right branch simply 

because of the flatter and more advantageous 3
rd

 order PDR curve.  Indeed, the known scintillators with combined 

highest light yield and best proportionality, such as SrI2:Eu, BaBrI:Eu, and LaBr3:Ce should fall in the right branch, 

according to ωLO .   So do some more modestly-performing scintillators like NaI:Tl, CsI:Tl, but we have not yet 

considered the second-level branching. 

 
 
Figure 18.  Top level branching between exciton and thermalized ambipolar diffusing pairs on the left and hot free carriers on the right, according to 
high or low LO phonon frequency. 

 

Materials classified in the left branch have carriers that are thermalized (at least within one LO phonon energy of kT), 

and possibly paired as some bound state of electron and hole, before the main part of nonlinear quenching.  Then as 

suggested in the discussion of Fig. 12, it is reasonable to describe effects of diffusion around electron tracks in terms of 

ambipolar diffusion (coefficient Deff) of thermalized carriers.   This becomes the second-level branching parameter on the 

left side – large or small Deff.   Large Deff includes semiconductors used for luminescence (such as ZnSe:Te), and those 

used for charge collection detectors (high purity Ge, CdTe, CZT) which we include in the present survey by letting 

energy-dependent charge collection (Q) stand in for energy-dependent light yield (LY).   YAP:Ce is also in the branch of 

large Deff  because the near equality of electron and hole effective mass (Setyawan et al mass ratio mr = 1.2 [35]) yields 

large Deff relative to other oxide crystals.[27] Large Deff  allows carriers to escape the nonlinear quenching zone in the 

track core and thus gives a relatively flat electron energy response curve which is illustrated schematically at the lower 

left.  Because of diffusing to low excitation density, the electron-hole radiative recombination suffers relative to defect 

trapping and so the light yield (LY) of semiconductor scintillator detectors, and YAP:Ce as well, is modest to low.  

Charge collection (Q) in semiconductors can be promoted by applied electric field and low defect concentration.  

Diffusion, albeit in different directions for electrons and holes in an applied electric field, is a good thing for charge 

collection.  Characteristic schematic predictions of Q and LY in this class are indicated by the bar chart at lower left.   

 

The second-level right branch toward small Deff applies to most oxides other than YAP:Ce, where higher hole mass 

begins to weigh on the ambipolar diffusion coefficient.   Calculated band effective masses were used indirectly to 

represent or estimate Deff  or its stand-in, mh/me, in Refs. [27] and [35].  Refractive index at the visible scintillation 

wavelength anticorrelates generally with band gap of the host, which in turn correlates with effective masses at both 

band edges.  This was used in Ref. [11] to organize scintillators by refractive index in a way that amounts approximately 

to a stand-in for effective mass and therefore for carrier diffusion coefficients.  In all three forms of experimental surveys 

of the nonproportionality (~ roll-off of electron energy response) among oxide scintillators, the trend was confirmed that 

lower effective diffusion coefficient implies greater nonproportionality, as a broad trend.  [11,27,35] 
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The second level branching parameter on the right hand side should, for symmetry, be the diffusion coefficient for hot 

electrons, “hot De.”   We want to put it quantitatively in those terms in future work, combining quantitative 

thermalization rate and hot-electron group velocity as a function of energy to calculate hot De(Te,t) over the time and 

electron temperature interval of nonlinear quenching.   For the time being, we have represented the hot electron diffusion 

coefficient as proportional to the square root of the calculated group velocity over the range of phonon cooling of hot 

electrons, and simply use hot electron group velocity vg as the second-level branching parameter on the right side in Fig. 

20. [6] The operative rule is illustrated by the schematic cylinder tracks depicted in Fig. 17.  Most of the halide 

scintillators that would be on the right side of the top-level branch also have self-trapped holes.  Therefore hot electron 

diffusion implies wide separation of charges and further implies that de-trapping and diffusion over a relatively long time 

will be involved to recover radiative recombination of the initially separated hot electrons and self-trapped holes.  If hot-

electron vg is large, as in NaI and CsI, the electrons returning toward the track core of self-trapped holes for radiative 

recombination have a long path through a minefield of defect traps (F centers, impurities, extended defects) that can 

prevent useful scintillation light.  We could expect that the linear quenched fraction k1 may be substantial in such cases.  

The consequence for a halide hump in electron energy response and lower light in the simple halides like NaI was 

discussed in connection with Fig. 17.  This is represented by the schematic hump in the generic electron energy response 

curve depicted at the lower right of Fig. 20.  If the value of vg and hot electron diffusion range is small, as in crystals with 

complex unit cell like SrI2 and/or having flat La 4f lower conduction bands like LaBr3, the hot electrons do not go out as 

far radially and so have a shorter path through the traps toward recombination.  The generic predicted response is 

therefore flatter and higher light yield, both attributable to smaller k1 due to smaller diffusion path.  Notice that materials 

in this latter classification, including, e.g. SrI2:Eu, BaBrI:Eu, and LaBr3:Ce, get positive recommendations for good 

proportionality and light yield at both levels of branch points:   At the first branching, free carrier dominance in this 

group leads to pure 3
rd

 order quenching, which has inherently a flatter shape over most of the photon density response.  

This implies flatter electron energy response and higher light yield.  Then at the second-level branch point, small hot-

electron diffusion range (small vg) implies smaller linear quenched fraction k1 and this means flatter electron energy 

response and higher light yield yet again.  The left second-level branch under the right top-level branch is doubly blessed 

and comprises a sweet spot in material parameter space for scintillator proportionality and light yield.  

 

Figure 19.  Second level branching of thermalized carrier pairs and excitons according to large or small effective diffusion coefficient Deff, 
correlating with schemiatic representations of electron energy response curve shape and total light yield (LY, filled arrow) or charge collection (Q, 

dashed arrow). 

 

Q 

Figure 20.  Second level branching on the right side  according to hot electron group velocity vg, standing in for hot electron diffusion coefficient. 

Existence of self-trapped holes in most halides and concentration of defects also play roles as discussed.  
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Figure 21 assembles all branches together in one diagram.  It was presented previously in Ref. [6], without as much 

supporting discussion.   
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We have employed a Monte Carlo (MC) method to study intrinsic properties of two alkaline-earth

halides, namely, BaF2 and CaF2, relevant to their use as radiation detector materials. The MC

method follows the fate of individual electron-hole (e-h) pairs and thus allows for a detailed

description of the microscopic structure of ionization tracks created by incident c-ray radiation. The

properties of interest include the mean energy required to create an e-h pair, W, Fano factor, F, the

maximum theoretical light yield, and the spatial distribution of e-h pairs resulting from c-ray

excitation. Although W and F vary with incident photon energy at low energies, they tend to

constant values at energies higher than 1 keV. W is determined to be 18.9 and 19.8 eV for BaF2 and

CaF2, respectively, in agreement with published data. The e-h pair spatial distributions exhibit a

linear distribution along the fast electron tracks with high e-h pair densities at the end of the tracks.

Most e-h pairs are created by interband transition and plasmon excitation in both scintillators, but

the e-h pairs along fast electron tracks in BaF2 are slightly clustered, forming nanoscale domains

and resulting in the higher e-h pair densities than in CaF2. Combining the maximum theoretical light

yields calculated for BaF2 and CaF2 with those obtained for CsI and NaI shows that the theoretical

light yield decreases linearly with increasing band gap energy. VC 2013 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4828718]

I. INTRODUCTION

Investigation of the interaction of c-rays with inorganic

materials is of great significance for many fields. Because of

their practical applications to medical imaging, radiation de-

tector physics, and security inspections, there is considerable

interest in the development of new radiation detector materi-

als that can be used at room temperature to identify c-rays

from radioactive isotopes. Scintillators offer numerous

advantages as c-ray radiation detection materials including

high light yields, fast response, large active areas, and room-

temperature operation.1 In general, the interaction of c-rays

with scintillator materials results in the creation of fast elec-

trons that can interact further with the material to create elec-

tron–hole (e-h) pairs. These secondary electrons (SEs) lose

their energy through a complex cascade of energy transfer

interactions that culminates in the creation of a large number

of conduction electrons and valence holes that lack the

energy for further electronic excitations. An important char-

acteristic of detector materials is their efficiency for second-

ary electron production following their irradiation by

photons and high-energy particles, from which some intrin-

sic properties such as the mean energy required to create an

electron-hole pair, W, and the Fano factor, F, can be deter-

mined. It should be noted that Fano factor defined here is

used to describe the variance in the number of electron–hole

pairs, which might be different from the photon statistics

defined in most scintillation experiments. These intrinsic

properties can provide important insights into the factors that

control the fundamental performance limits of these materi-

als, such as the achievable energy resolution, and explain

why some materials perform better than others.

It is well known that many inorganic scintillator materi-

als exhibit a nonlinear scintillation response (commonly

referred to as “nonproportionality”), which is one of the

main sources degrading the intrinsic energy resolution

achievable with these materials.2 Previous studies of scintil-

lator materials by Dorenbos et al.3 and Payne et al.4 demon-

strated that nonproportionality is ultimately correlated to the

energy dependence of the density of electron–hole pairs

along ionization tracks. Thus, a fundamental understanding

of ionization track structures created by the interaction of

high-energy particles with inorganic scintillators is crucial to

successfully model the nonproportional response of scintilla-

tor materials. Experimental studies of the spatial distribution

and track structure of electron-hole pairs are complicated

and yield only qualitative estimations. Our current under-

standing of the spatial distribution of e-h pairs comes mainly

from theoretical studies and computer simulations.

Previously, several Monte Carlo (MC) models have been

developed to approximate the spatial distribution of e-h pairs

in CsI.5–8 In this work, a Monte Carlo code, NWEGRIM

(Northwest Electron and Gamma Ray Interaction in Matter),

is used to simulate electron cascades in BaF2 and CaF2

resulting from interactions with c-rays with initial energies

ranging from 50 eV to 1 MeV. The MC code includes the

ability to follow the energy cascade down to energies on the

order of the band gap, where the cross sections of electrons

at low energy are fitted to ab initio calculations. BaF2 and

CaF2 are two of the most important fluoride scintillator mate-

rials for c-ray detectors and have been the subject of many
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experimental studies.9,10 In addition to the calculations of W,

variance, and fundamental performance limits, the current

MC code was also developed to study the spatial distribution

of electron-hole pairs induced by photons and electrons in

detector materials and has been employed to obtain the

details of the spatial distribution of electron-hole pairs in

BaF2 and CaF2. The microscopic distribution of

electron-hole pairs will allow for further simulations of elec-

tron thermalization in scintillator materials11 and for

large-scale simulations of electron–hole pair transport that

explore the possible origins of nonproportionality.12

II. METHODOLOGY

The simulation is started by creating an incident photon

with a specific energy, Ep, and its interaction with an atom

may involve inner-shell photoionization, Compton scatter-

ing, or electron-positron pair production, resulting in fast

electron emission. The relative probability of each event can

be determined from the corresponding cross sections.13–15

The energy loss of a fast electron, as well as the creation of

SEs, occurs through a number of possible quantum mechani-

cal mechanisms. Several energy loss mechanisms are consid-

ered, which include valence to conduction interband

transitions, plasmon excitations, core shell ionizations,

electron-phonon interactions, and Bremsstrahlung emission.

Fig. 1 shows gamma-ray interaction with materials to create

fast electrons and all the energy loss mechanisms of fast

electrons considered in the simulation. Given the energy Ee

of an electron, the probability of a process occurring is equal

to its inverse mean free path (IMFP) divided by the total

IMFP at that energy. To determine the location of ionization

events and the atomic shell that is ionized, the cross sections

or IMFPs for ionization of individual inner shells in BaF2

and CaF2 are calculated using an optical-data model of the

generalized oscillator strength (GOS) developed by Mayol

and Salvat.16 The core hole created will then decay through

a vacancy-cascade process involving the emission of

Auger/Coster-Kronig or fluorescence photons and possible

shake-off electron emission. The possible relative relaxation

pathways through these non-radiative and radiative transi-

tions are extracted from the LLNL Evaluated Atomic Data

Library13 while the probabilities for electron shake-off after

the creation of an inner shell vacancy are approximated by

those for the rare gases.17 A model to evaluate the electron

mean free paths of interband transition and plasmon excita-

tion over a wide energy range (from several eV to a few

hundred MeV) in a relativistic kinematics framework has

been developed, where the cross sections at low energy are

fitted to an ab initio data model18 for band structure to be

considered. Ab initio calculations of the electron mean free

paths in BaF2 and CaF2 will be reported in detail elsewhere;

thus, only the central principles are described here.

A. Ab initio calculations

We have used the ABNIT code19 to perform band struc-

ture calculations. The orbital wavefunctions wnj (r) for band

n and wave vector j are taken as the Kohn-Sham eigenvec-

tors. The orbital energies are the density functional theory

(DFT) eigenvalues corrected with the GW approximation of

Hedin, where G stands for the one-electron Green’s function

and W is the screened potential of an electron. With these cal-

culations, the polarizability a and dielectric function e can be

determined, which are the basis for calculating the differential

energy loss cross sections, inelastic mean free paths of elec-

trons and holes, and their secondary spectra. These quantities

are required input for the NWEGRIM code. The dielectric

response of a crystal can be calculated for a given transfer of

energy x and crystal momentum within the reciprocal unit cell

q for a matrix of reciprocal lattice vectors K, K0 via20,21

eKK0 ð�q;xÞ ¼ 1� 4paKK0 ð�q;xÞ; (1)

where

aKK0 ð�q;xÞ ¼
1

j�q þ �K jj�q þ �K 0j
Xunocc

c

Xocc

t

ð
d3k

ð2pÞ3
qctð�k; �q þ �KÞq�ctð�k; �q þ �K 0Þ
x� ecð�kÞ þ etð�k � �qÞ þ ig

�qtcð�k; �q þ �KÞq�tcð�k; �q þ �K 0Þ
xþ ecð�kÞ � etð�k � �qÞ þ ig

" #
; (2)

and

qnmð�k; �qÞ ¼
ð

d3rwn�kðrÞw�mð�k��qÞðrÞe�i�q:�k ; (3)

where g is a positive infinitesimal. The energy loss function

(ELF), which describes interband transitions and plasmon

excitations, can be evaluated as matrix inverse of eKK0 for

each q and x. Our ab initio calculations indicate that the

FIG. 1. Schematic sketch showing gamma-ray interaction with materials to

create fast electrons and all the energy loss mechanisms of fast electrons

considered.
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plasmon excitation occurs only at low momentum transfer

and over a narrow range of energies. We have generalized

the work of Chung and Everhart22 on plasmon decay to all

crystalline materials and for arbitrary electronic excitations,

as will be described in a separate publication. The e-h pairs

resulting from electronic excitations at zero momentum

transfer and the free-electron gas plasmon energy were used

to estimate the decay spectra of plasmons for BaF2 and

CaF2. This replaces the unphysical spikes in electron distri-

bution caused by an empirical model of plasmon decay11

with a more realistic distribution of plasmon decay electrons

for the first time.

B. Cross sections

1. Elastic interactions and electron-phonon
interactions

The cross-sections for elastic collisions are obtained

from partial wave calculations, as detailed in Ref. 23, which

are accurate for kinetic energies less than 1 MeV (for further

details on elastic interaction calculations, see Ref. 23). The

interaction of electrons with optical phonons is an inelastic

process. In contrast, the electron interaction with acoustic

phonons can be treated as quasi-elastic, and the scattering

electrons have a nearly isotropic distribution. Thus, we only

considered electron interactions (absorption and emission)

with optical phonons in this work. The cross sections for the

electron-optical phonon interactions are calculated based on

the theory of Llacer and Garwin,24 as detailed in Ref. 11.

Fig. 2 shows the inverse mean free paths obtained for BaF2

and CaF2. The inverse mean free path for phonon emission is

larger than that for absorption, and thus it is expected that

emission will be more probable. In addition, it is of interest

to note that the inverse mean free paths for phonon emission

and absorption decrease rapidly with increasing electron

energy. Electron-optical phonon interactions are included in

the NWEGRIM calculations as they can compete with inter-

band transition at very low electron energies, in the vicinity

of the cut-off energy. Below the cut-off energy, where e-h

pairs are no longer produced, electron-phonon interactions

constitutes the main channel for energy loss of electrons until

they reach thermal energy. This thermalization stage has

been the subject of separate work by our group11,25 and

others,26,27 but is beyond the scope of this work as we con-

centrate here on the electron-hole pair generation stage.

2. Interband transitions and plasmon excitations

Based on the GOS method, we have developed a model

to evaluate the electron mean free paths of interband transi-

tion and plasmon excitation over a wide energy range (from

several eV to a few hundred MeV) in a relativistic kinematic

framework. According to the GOS model, inelastic collisions

of a fast electron with kinetic energy, E, with a target atom

(atomic number Z) can be described using the energy loss T
and the recoil energy Q. The recoil energy in relativistic

framework is defined by28

Q ¼ ½ðcqÞ2 þ m2c4�1=2 � mc2; (4)

where m is the electron mass, c is the velocity of light, and q
is the momentum transfer. To simplify the notation, the dif-

ferential inelastic cross-section per atom can be written in

the form

d2r
dTdQ

¼ 2pe4

mv2
GðQ; TÞ df ðQ; TÞ

dT
; (5)

where v is the velocity of the incident electron and

df(Q,T)/dT is the GOS per unit energy loss, which is usually

referred to as the Bethe surface in the (Q,T) plane.16,29 For

plasmon excitations, the plasmon-pole approximation,30,31 in

which the excitation spectrum of the electron gas is replaced

by a single mode along the plasma dispersion line, has been

proposed to calculate IMFP and stopping power; the results

are in good agreement with those obtained from Lindhard’s

dielectric function32 for electron energy larger than plasmon

energy. Also, a two-mode model for the plasmon dispersion

line has been suggested by Martinez et al.33 to reproduce the

linear behavior of the Lindhard differential cross section

(DCS) for low energy loss and has been shown to be an

improvement over the single pole approximation. Similarly,

the plasmon dispersion line in a material is proposed to be

T2
Q ¼ E2

p þ E2
g þ 2l2Qþ Q2; (6)

where l2¼ 6EF/5. The cut-off energy loss TP (or QP) is max-

imum energy (or recoil energy) transferred to a plasmon

without degenerating into electron-hole pairs. Within a lim-

ited region of small Q (�Qp), plasmon excitations and inter-

band transitions coexist while for large Q the plasmon

excitation disappears, and electron-hole excitation by inter-

band transitions continues into the Bethe ridge (T¼Q). The

partition of these two branches can be described by strength

g(Q)

gðQÞ ¼ min 1;A
Q

Ep

� �B
( )

; (7)

where A and B are materials-dependent coefficients. The

explicit forms of the parameters A and B can be fitted to ex-

perimental data or to the results of first-principles
FIG. 2. Inverse mean free paths for optical phonon emission and absorption

in CaF2 and BaF2.
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calculations at low energies. The excitation spectrum of the

outer-shell oscillator can be described by

FðQ; TÞ ¼ ½1� gðQÞ�dðT � TQÞ þ gðQÞdðT � QÞ; (8)

where the first term describes plasmon excitations and the

second term along the line T¼Q corresponds to interband

electron-hole excitations. It is convenient to express the DCS

per electron (Eq. (5)) associated with F(Q,T) in Eq. (8) as the

sum of contributions from electron-hole and plasmon

excitations

d2rv

dTdQ
¼

d2rpl

dTdQ
þ d2reh

dTdQ
: (9)

Relativistic effects on the DSC for interband transitions can

be described by the Born relativistic DCSs for binary colli-

sions with free electrons at rest.34 Exchange effects can be

included by using the Møller formula,35 and the relativistic

DCS for electron-hole excitation can then be written in the

form

d2reh

dTdQ
¼ 2pe4

mv2
G�ðQ; TÞgðQÞdðT � QÞ: (10)

The function G�(Q,T) is given by

G�ðQ; TÞ ¼ 1

TQ
1þ Q

E� T

� �2

� Q

E� T

"

þ c� 1

c

� �
Q2

E2
� Q

E� T

� �#
; (11)

where c¼ 1þE/mc2.

The relativistic DCS per electron from plasmon excita-

tions can be described using the first Born approximation25

and can be written in the form

d2rpl

dTdQ
¼ 2pe4

mv2
GþðQ; TÞ½1� gðQÞ�dðT � TQÞ (12)

and

GþðQ;TÞ¼ 1

TQð1þQ=2mc2Þþ
b2

t T=2mc2

½Qð1þQ=2mc2Þ�T2=2mc2�2
;

(13)

where bt is the component of b¼ v/c perpendicular to the

momentum transfer. The energy loss DCS can be obtained

by integrating Eq. (9) over the interval of recoil energies

allowed by energy and momentum conservation. The corre-

sponding energy loss DCSs are given by

dreh

dT
¼ 2pe4

mv2
G�ðTÞgðTÞ; (14)

drpl

dT
¼ 2pe4

mv2

T

ðT2 � E2
p � E2

g þ l4Þ1=2
GþðQ0; TÞ½1� gðQ0Þ�;

(15)

where Q0 in Eq. (15) is determined by the plasmon disper-

sion line of Eq. (6). The individual cross section for

electron-hole and plasmon excitations is obtained by inte-

grating Eqs. (14) and (15) from Tmin to Tmax. The minimum

energy, Tmin, for plasmon excitation is fixed by the intersec-

tion of the dispersion line of Eq. (6), and the recoil energies

allowed by energy and momentum conservation, and the

maximum energy, Tmax, is taken as Tp. The Tmin for

electron-hole excitation can be set to zero while the maxi-

mum energy allowed energy transfer is limited to Tmax¼E/2

because of two indistinguishable free electrons involved.

This means that the effective threshold, Eth, of an incident

electron for interband transitions occurring is at least twice

the band gap energy. The mean energy loss involved in plas-

mon excitation by a fast electron with energy Ee can be cal-

culated by

Eloss ¼
ð

T
drpl

dT
dT=

ð
drpl

dT
dT: (16)

Energy loss due to plasmon creation by an incident electron

with Ee is then determined by

E0e ¼ Ee � Eloss: (17)

The subsequent plasmon decay process and the energies of

new charge carriers will be determined by the plasmon decay

spectra obtained by ab initio calculations. The new charge

carriers may be capable of generating further electron-hole

pairs if their energies are larger than the threshold for inter-

band transition. A random sampling algorithm is employed

to obtain the energy loss of an incident electron due to an

interband transition, where the probability distribution func-

tion (PDF) of the reduced energy loss j¼Eloss/Ee is propor-

tional to the energy loss differential cross sections of

interband transition (see Ref. 36 for further details). It is also

possible that the energy loss due to interband transition can

be directly chosen by the normalized probability distribution

calculated using energy loss differential cross section, as dis-

cussed in Ref. 37. However, these methods have been care-

fully checked, and the simulation results are statistically

similar.

C. Simulation approach

To calculate the production and spatial distribution of

electron-hole pairs, the MC code described above has been

applied to two scintillator materials, BaF2 and CaF2. The

energy losses to plasmon excitations, interband transitions,

core shell ionizations, and electron-phonon interaction have

been simulated in detail. The trajectories of particles have

been simulated including all generations of secondary elec-

trons and holes, Auger electrons, shake-off electrons, and the

primary electron. The trajectory is stopped when the electron

energy is less than the cut-off energy, which is twice the

band gap of the material of interest. Calculations were car-

ried out for 44 photon energies ranging from 50 eV to

1 MeV, and the number of photon events simulated at each

energy was equal to 105 to ensure convergence of the elec-

tron number distributions and of the calculated values of F
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and W. This approach allows the evaluation of the achievable

energy resolution in these materials. A number of electron

histories were stored for further analysis of both the electron

density along the tracks and the final energy distribution.

III. RESULTS AND DISCUSSION

A. Dielectric functions and total cross sections

Band structure calculations for the two materials were

performed with the fluorite cubic structure, space group Fm-

3m, and lattice parameters equal to 0.619 nm for BaF2 and

0.546 nm for CaF2. Initial valence electron configurations as

Ba:[3p6 4s2], Ca:[5p6 6s2], and F:[1p5 2s2] were used. The

electronic structure is calculated on a regular grid in the first

Brillouin zone, and integration of the electronic response is

carried out using the tetrahedron method,38 thus avoiding

convergence problems when attempting to integrate the rap-

idly varying energy denominator near resonance. The screen-

ing produced by this electronic response, along with the

calculated eigenvalues and eigenvectors of the electronic

structure, was used to calculate the electronic lifetimes (and

hence mean free paths and cross sections) of charge carriers

(electrons and holes) in the materials. Figs. 3(a) and 3(b)

show the energy loss function of BaF2 and CaF2, respec-

tively. It clearly indicates that the loss function has a compli-

cated plasmon structure between 10 and 50 eV. From these

calculations, the cross sections of electrons at low energies

will be determined, as detailed below. In addition, the energy

distribution of the conduction electrons is determined as part

of the response function integration, and the results are

shown in Fig. 4. The distribution of plasmon decay electrons

in both materials exhibits several narrow peaks. Previously,

Fraser et al.39 and Gao et al.36 assumed that each plasmon

decays to a single plasmon excitation energy, which leads to

a large spike in the kinetic energy distribution of electrons in

electron cascades.11 It is believed that the new plasmon

decay spectra will eliminate these unphysical energy distri-

butions in BaF2 and CaF2. The cross sections for interband

transitions, plasmon excitation, and inner-shell ionizations

can be numerically integrated by the trapezoidal rule and are

presented in Fig. 5 as a function of electron energy measured

from the top of the valence band, along with ab initio calcu-

lations for comparison. The cross sections at low energies

are fitted to ab initio calculations, and the fitting parameters

A and B are 2.0 and 3.56 for BaF2 and 2.0 and 3.2 for CaF2,

respectively. The analytical cross sections at low energy

regions are in good agreement with those determined by ab
initio calculations.

B. Intrinsic properties

Several intrinsic properties, such as W, F, and the var-

iance in the number of e-h pairs produced, can be directly

determined from a series of simulations at each photon

energy. The electron number distributions in CaF2 and BaF2

are generally similar to those in other scintillator materials,

such as CsI (Ref. 5) and NaI, which show approximately a

Gaussian distribution, but the numbers of electron-hole pairs

created are different. For example, the mean electron number

is 5262 and 34662 for 100 and 662 keV, respectively, in

BaF2, as compared to 4711 and 30934 in CaF2. Using the

electron number distributions, the parameters W and F can

be calculated, and the results are shown in Fig. 6, where the

shell edges are indicated. In general, W shows large fluctua-

tions at low incident energies in both scintillators, similar to

the behavior observed in semiconductors,33,40 but it becomes

constant when the energy is larger than 1 keV. The energy

resolution and the non-proportionality of the light yield41

FIG. 3. Energy loss function as a func-

tion of electron energy for (a) BaF2

and (b) CaF2.

FIG. 4. Energy distribution of the con-

duction electrons as a function of elec-

tron energy for (a) BaF2 and (b) CaF2,

as determined as part of the response

function integration (Fig. 2).
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showed that BaF2 and CaF2(Eu) exhibited a rise of the rela-

tive light yield for energies below 100 keV and 600 keV,

respectively. The variation of W obtained in the present sim-

ulations in both materials suggests that the nonproportional-

ity observed experimentally is not correlated to the number

of electron-hole pairs produced (at least for energies higher

than 1 keV). W tends to an asymptotic value of 18.9 eV in

BaF2 and 19.8 eV in CaF2, in agreement with other theoreti-

cal calculations values of 23.8 eV and 23.4 eV for BaF2 and

CaF2,42 respectively, but larger than experimental values.43

Similarly, F shows fluctuations at low energies and increases

with increasing photon energy to a value of 0.2 around 1 keV

for BaF2 and 0.22 around 5 keV for CaF2, as shown in Fig. 6.

It is clearly seen from Fig. 5 that the cross sections of inter-

band transition and plasmon excitation are similar in both

BaF2 and CaF2 and generally larger than those of core shell

ionization. Thus, it is expected that the e-h pairs in BaF2 and

CaF2 will be mainly created by interband transition and plas-

mon excitation, thus resulting in small Fano factor.

Using the calculated W values, the maximum theoretical

light yield can be estimated for a given scintillator material,

which describes the maximum theoretical light yield achiev-

able with this material. Previously, Lempicki and

Wojtowicz44 proposed to determine the measured light yield,

Ly, using the formula

Ly ¼ SQðNe�h=EpÞ; (18)

where S stands for the transfer efficiency and Q for the lumi-

nescence quantum efficiency, which is often taken to be one.

Ne-h is the average number of electron-hole pairs produced in

electron cascades and Ep is the energy of the incident c-ray.

Assuming both S and Q to be one, the maximum theoretical

light yield, which corresponds to every electron–hole pair

recombining to emit a photon, can be estimated to be 45 122

and 37 432 ph/MeV at 662 keV for BaF2 and CaF2, respec-

tively. The published light yields for pure and Ce-doped

BaF2 range from 9950 to 12 600 ph/MeV,41,45–48 but it

should be noted that the light yield also depends on the thick-

ness of samples.9 For pure and Eu-doped CaF2, published

data show a large variation with absolute light yields ranging

from 9580 to 24 000 ph/MeV.49 The calculated values of the-

oretical light yields are generally larger than the experimen-

tally absolute light yields in these materials, which is

expected as the current calculations do not take into account

non-radiative and quenching processes of thermalized

FIG. 5. Cross-sections of core shell ionization, interband transition, and plasmon excitation in (a) BaF2 and (b) CaF2, along with ab initio calculations for

comparison.

FIG. 6. Mean energy required to create an e-h pair, W, and Fano factor, F, as a function of photon energy in (a) BaF2 and (b) CaF2, where the ionization ener-

gies for different core shells for each element are indicated.
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electron-hole pairs. Following a simple model proposed by

van Roosboeck, Robbins50 derived a simple relation to deter-

mine W: W¼ 2.3Eg, where Eg is the band gap energy for a

given material. Using the experimental band gap energies of

10.6 and 11.8 eV for BaF2 and CaF2,51,52 W is thus calculated

to be 24.4 and 27.1 eV, and the maximum theoretical light

yields are estimated to be 40 984 and 36 900 ph/MeV, which

are close to those obtained in the present studies.

The maximum theoretical light yield as a function of

band gap is shown in Fig. 7, along with those calculated for

NaI and CsI (Refs. 5 and 11) for comparison. The additional

data points allow us to determine how the achievable light

yield varies with increasing band gap energy (Eg). Similarly

to BaF2 and CaF2, the maximum theoretical light yields of

NaI and CsI (91 743 and 83 333 ph/MeV, respectively) are

larger than the experimentally derived absolute light yields.

Most of the published light yields for pure and Tl-doped CsI

range from 48 000 to 76 000 ph/MeV,48,49,53,54 but some

larger values of 107 000 and 124 000 ph/MeV were also

reported by Moszy�nski et al.55,56 for nominally pure CsI

samples. For pure and Tl-doped NaI, published light yields

range from 37 700 to 69 000 ph/MeV.41,49 These calculations

allow the evaluation of the maximum theoretical light yield

as a function of the band gap energy, and the results can be

directly compared to experimental measurements, thus pro-

viding a possible pathway to validate the simulations. Also,

these calculations provide insights into the possible maxi-

mum light output that can be achieved for a given scintillator

material. It is of interest to note that the light yield generally

decreases linearly with increasing Eg. Based on these calcu-

lations, the maximum light yield can be described by a sim-

ple linear equation

Lm ¼ aþ bEg; (19)

where a and b are fitting parameters and their values are

129651.7551 and �7761.3311 eV�1, respectively.

C. Spatial distribution of electron-hole pairs

As noted above, a complete theory for large-scale simu-

lations of electron-hole pair transport11,25 will require a

detailed model of the spatial “nanostructure” and

“microstructure” of ionization tracks. Also, the final scintil-

lator yield strongly depends on the density of electronic exci-

tations initially created along the track region.4 Fig. 8 shows

typical spatial distributions of e-h pairs created by a 10 keV

incident photon in CaF2 and BaF2, where the electrons cre-

ated by different channels are indicated by different colors.

For CaF2, the interaction of the incident photon with a Ca

atom leads to photoelectric absorption, as indicated by the

arrow, resulting in the emission of a fast electron with a ki-

netic energy of 5.98 keV from its K shell (note that the ioni-

zation energy of the K shell in Ca is 4.02 keV) and in the

spontaneous creation of a vacancy in the same shell. The

photoelectric absorption excites the corresponding Ca atom

to a high energy state, and then the following atomic relaxa-

tion generates several low energy electrons. Further interac-

tions of the fast electrons in CaF2 produce a number of

electron-hole pairs along the track, with a large number of

electron-hole pairs being created at the end of the tracks, a

common feature that has been observed in other Monte

Carlo simulations of energy deposition in semiconductors.57

However, the present simulations show that most e-h pairs

are produced by interband transitions (from valence to con-

duction band) and plasmon excitation in CaF2. It should be

noted that the e-h pairs created by plasmon decay are along

the tracks of the primary electrons. These electrons are inca-

pable of generating further e-h pairs as their energies are

generally less than the cut-off energy. In contrast, interband

transitions generally create low energy electrons with kinetic

energies of about a few eV to a few 10 eV, depending on the

initial kinetic energy of the scattering electron. These

FIG. 7. Maximum theoretical light yield as a function of band gap, along

with other scintillator materials for comparison, where the experimental data

are obtained from Refs. 41, 45–49, 53–56.

FIG. 8. Simulated spatial distribution

of electron-hole pairs for a 10 keV

photon event in (a) CaF2 and (b) BaF2,

where electrons and holes are distin-

guished by size and color, as shown in

legend, and the corresponding mecha-

nisms of creating electrons are also

indicated.
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electrons can interact with phonon, leading these electrons to

move away from the primary tracks without significant loss

of their energies, as indicated in Fig. 8. However, the track

structures produced by the high-energy electrons are linearly

distributed, except at the end of the tracks where high e-h

pair density regions can form. The production of e-h pairs in

BaF2 exhibits a slightly different feature to that in CaF2, as

shown in Fig. 8(b), where e-h pairs are clustered, forming

nanoscale domains. Therefore, the density of e-h pairs along

the track in BaF2 is higher than that in CaF2, which may

affect the thermalization of e-h pairs11,25 and the extent of

nonlinear quenching.58 Detailed analysis of the processes

taking place in the BaF2 calculation indicates that the inter-

action of the incident photon with a Ba atom leads to photo-

electric absorption, as indicated by the arrow, resulting in the

emission of a fast electron with a kinetic energy of 9.78 keV

from its O3 shell (note that the ionization energy of the O3

shell in Ba is 22 eV). Further interactions of the fast electron

in BaF2 produce other fast electrons, thus forming several

energy tracks along the fast electron track. However, it

should be noted that the track structures produced by the

high-energy electrons are complicated, forming several

nanoscale domains with high e-h pairs densities. To better

understand the ionization density distribution of e-h pairs,

the spatial distribution is examined by calculating the density

of e-h distribution along the tracks, as averaged 104 10 keV

incident events (gamma-ray). For a given incident energy,

all the simulated tracks are projected along the z axis (the

incident direction), and then the radial distribution relative to

the z axis is determined. Fig. 9 shows the density of e-h

distribution from which it can be seen that all the e-h

pairs are distributed with a radius of about several nm.

The track radius in BaF2 is generally smaller than in

CaF2, which may be correlated to the stopping power in

these materials. At the end of the energy cascade, the

energy loss channel for creating more electron-hole pairs

is closed. Further energy loss by hot electrons is through

phonon interactions until the electrons become thermal-

ized.11,25 It is of interest to see how these different track

structures will be affected by thermalization process.

However, it is to be expected that the thermalized spatial

distributions would be more diffuse than those observed at

the end of the electron cascade because of the slower

relaxation. Given the extent of localization of the energy

deposition in the energy cascade, thermalization could

play a major role in determining the rates of excited

state-excited state interactions, particularly for the produc-

tion of scintillation light and nonproportionality.

IV. CONCLUSIONS

In conclusion, a Monte Carlo method has been applied

to simulate the interaction of photons with two scintillators,

BaF2 and CaF2, and subsequent energy deposition in electron

cascades. This method has been used to study various quan-

tum mechanical processes for energy loss of primary elec-

trons, to determine important intrinsic properties (W, Fano

factor, and maximum light yield) and to obtain the spatial

“nanostructure” and microstructure of e-h pair distributions

in BaF2 and CaF2. W generally decreases with increasing

incident photon energy and tends to a constant value of 18.9

and 19.8 eV for BaF2 and CaF2 at high energies, respec-

tively, which are in good agreement with the available theo-

retical data. The Fano factor for BaF2 and CaF2 is similar,

which approaches 0.2 and 0.22, respectively. The maximum

theoretical light yield calculated decreases with increasing

band gap energy and can be described using a simple linear

relationship for the scintillator materials considered in this

work.

The spatial distribution of e-h pairs exhibits a linear dis-

tribution along the tracks, and high densities of e-h pairs are

formed at the end of the tracks in CaF2. The creation of e-h

pairs in BaF2 shows a different feature. The track structures

produced by the high-energy electrons in BaF2 are compli-

cated, forming several nanoscale domains with high e-h pair

densities. The details of the spatial distributions and densities

of thermalized electron-hole pairs are important for

large-scale simulations of electron-hole pair transport and to

FIG. 9. Simulated density of e-h distribution averaged over 104 10 keV incident events in (a) CaF2 and (b) BaF2.
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provide a pathway to further explore scintillation processes

and performance in these materials.11,25

ACKNOWLEDGMENTS

This research was supported by the National Nuclear

Security Administration, Office of Nuclear Nonproliferation

Research and Development (NA-22), the US Department of

Energy (DOE) at the Pacific Northwest National Laboratory,

a Multiprogram National Laboratory operated by Battelle for

the U.S. Department of Energy under Contract No. DE-

AC05-76RL01830.

1M. J. Weber, J. Lumin. 100, 35 (2002).
2E. Jaffe, D. V. Jordan, and A. J. Peurrung, Nucl. Instrum. Methods Phys.

Res. A 570, 72 (2007).
3P. Dorenbos, M. Marsman, and C. W. E. Van Eijk, in Proceedings of the
International Conference on Inorganic Scintillators and their Applications
(Delft University Press, The Netherlands, 1996), pp. 148–155.

4S. A. Payne, N. J. Cherepy, G. Hull, J. D. Valentine, W. W. Moses, and

W. S. Choong, IEEE Trans. Nucl. Sci. 56, 2506 (2009).
5F. Gao, Y. Xie, S. Kerisit, L. W. Campbell, and W. J. Weber, Nucl.

Instrum. Methods Phys. Res. A 652, 564 (2011).
6A. Gibrekhterman, A. Akkerman, A. Breskin, and R. Chechik, J. Appl.

Phys. 76, 1676 (1994).
7A. Akkerman, A. Gibrekhterman, A. Breskin, and R. Chechik, J. Appl.

Phys. 72, 5429 (1992).
8T. Boutboul, A. Akkerman, A. Gibrekhteman, A. Breskin, and R. Chechik,

J. Appl. Phys. 86, 5841 (1999).
9S. Janus and A. J. Wojtowicz, Opt. Mater. 31, 523 (2009).

10A. V. Gektin, N. Shiran, V. Nesterkina, Y. Boyarintseva, V. Baumer, G.

Stryganyuk, K. Shimamura, and E. Villora, IEEE Trans. Nucl. Sci. 56,

1002 (2009).
11Z. G. Wang, Y. L. Xie, B. D. Cannon, L. W. Campbell, F. Gao, and S.

Kerisit, J. Appl. Phys. 110, 064903 (2011).
12S. Kerisit, K. M. Rosso, B. D. Cannon, F. Gao, and Y. L. Xie, J. Appl.

Phys. 105, 114915 (2009).
13D. E. Cullen, J. H. Hubbell, and L. Kissel, EPDL97 The Evaluated Data

Library, 97 version, Report No. UCRL-50400, 1997, Vol. 6, Rev. 5.
14R. Ribberfors, Phys. Rev. A 27, 3061 (1983).
15M. J. Berger and J. H. Hubbell, “XCOM: Photon cross section on a perso-

nal computer,” Report No. NBSIR 87-3597, National Bureau of Standards,

Gaithersburg, MD, 1987.
16R. Mayol and F. Salvat, J. Phys. B: At. Mol. Opt. Phys. 23, 2117 (1990).
17T. A. Carlson and C. W. Nestor, Phys. Rev. A 8, 2887 (1973).
18L. W. Campbell and F. Gao, J. Lumin. 137, 121 (2013).
19X. Gonze, J. M. Beuken, R. Caracas, F. Detraux, M. Fuchs, G. M.

Rignanese, L. Sindic, M. Verstraete, G. Zerah, F. Jollet, M. Torrent, A.

Roy, M. Mikami, P. Ghosez, J. Y. Raty, and D. C. Allan, Comput. Mater.

Sci. 25, 478 (2002).
20S. L. Adler, Phys. Rev. 126, 413 (1962).
21N. Wiser, Phys. Rev. 129, 62 (1963).
22M. S. Chung and T. E. Everhart, Phys. Rev. B 15, 4699 (1977).
23M. Dapor, Nucl. Instrum. Methods Phys. Res. B 95, 470 (1995).
24J. Llacer and E. L. Garwin, J. Appl. Phys. 40, 2766 (1969).

25Z. Wang, Y. L. Xie, L. W. Campbell, F. Gao, and S. Kerisit, J. Appl. Phys.

112, 014906 (2012).
26R. Kirkin, V. V. Mikhailin, and A. N. Vasil’ev, IEEE Trans. Nucl. Sci. 59,

2057 (2012).
27A. Kozorezov, J. K. Wigmore, and A. Owens, J. Appl. Phys. 112, 053709

(2012).
28U. Fano, Annu. Rev. Nucl. Sci. 13, 1 (1963).
29M. Inokuti, Rev. Mod. Phys. 43, 297 (1971).
30D. R. Penn, Phys. Rev. B 35, 482 (1987).
31F. Salvat, J. D. Martinez, R. Mayol, and J. Parellada, J. Phys. D 18, 299

(1985).
32J. Lindhard and M. Scharff, K. Dan. Vidensk. Selsk. Mat. Fys. Medd. 27,

15 (1953).
33J. D. Martinez, R. Mayol, and F. Salvate, J. Appl. Phys. 67, 2955 (1990).
34F. Rohrlich and B. C. Carlson, Phys. Rev. 93, 38 (1954).
35C. Møller, Ann. Phys. 406, 531 (1932).
36F. Gao, L. W. Campbell, Y. L. Xie, R. Devanathan, A. J. Perrung, and W.

J. Weber, IEEE Trans. Nucl. Sci. 55, 1079 (2008).
37L. Campbell, F. Gao, R. Devanathan, and W. J. Weber, Nucl. Instrum.

Methods Phys. Res. A 579, 454 (2007).
38N. J. Cherepy, G. Hull, A. D. Drobshoff, S. A. Payne, E. van Loef, C. M.

Wilson, K. S. Shah, U. N. Roy, A. Burger, L. A. Boatner, W. S. Choong,

and W. W. Moses, Appl. Phys. Lett. 92, 083508 (2008).
39G. W. Fraser, A. F. Abbey, A. Holland, K. McCarth, A. Owens, and A.

Wells, Nucl. Instrum. Methods Phys. Res. A 350, 368 (1994).
40F. Gao, L. W. Campbell, R. Devanathan, Y. L. Xie, Y. Zhang, A. J. Peurrung,

and W. J. Weber, Nucl. Instrum. Methods Phys. Res. B 255, 286 (2007).
41J. E. Jaffe, Nucl. Instrum. Methods Phys. Res. A 580, 1378 (2007).
42B. H. Bartram and A. Lempicki, J. Lumin. 68, 225 (1996).
43P. Dorenbos, IEEE Trans. Nucl. Sci. 57, 1162 (2010).
44A. Lempicki and A. J. Wojtowicz, J. Lumin. 60&61, 942 (1994).
45P. Dorenbos, J. T. M. De Hass, R. Visser, and C. W. E. van Eijk, IEEE

Trans. Nucl. Sci. 40, 424 (1993).
46A. Lempicki, A. T. Wojtowic _z, and E. Berman, Nucl. Instrum. Methods

Phys. Res. A 333, 304 (1993).
47M. Biasini, D. B. Cassidy, S. H. M. Deng, H. K. M. Tanaka, and A. P.

Mills, Jr., Nucl. Instrum. Methods Phys. Res. A 553, 550 (2005).
48J. T. M. de Haas, P. Dorenbos, and C. W. E. Van Eijk, Nucl. Instrum.

Methods Phys. Res. A 537, 97 (2005).
49S. Sasaki, H. Tawara, K. Saito, M. Miyajima, and E. Shibamura, Jpn. J.

Appl. Phys. 45, 6420 (2006).
50D. J. Robbins, J. Electrochem. Soc. 127, 2694 (1980).
51R. D. Shanon, J. Appl. Phys. 73, 348 (1993).
52J. W. Hodby, in Crystal with the Fluorite Structure, edited by W. Hayes

(Clarendon, Oxford, 1974), p. 24.
53C. Amsler, D. Gr€ogler, W. Joffrain, D. Lindel€of, M. Marchesotti, P.

Niederberger, H. Pruys, C. Regenfus, P. Riedler, and A. Rotondi, Nucl.

Instrum. Methods Phys. Res. A 480, 494 (2002).
54J. T. M. de Haas and P. Dorenbos, IEEE Trans. Nucl. Sci. 55, 1086 (2008).
55M. Moszy�nskia, M. Balcerzyk, W. Czarnacki, M. Kapusta, W. Klamra, P.

Schotanus, A. Syntfeld, M. Szawlowski, and V. Kozlov, Nucl. Instrum.

Methods Phys. Res. A 537, 357 (2005).
56M. Moszy�nski, W. Czarnacki, W. Klamra, M. Szawlowski, P. Schotanus,

and M. Kapusta, Nucl. Instrum. Methods Phys. Res. A 504, 307 (2003).
57G. Anton, J. Durst, M. Firsching, J. Giersch, A. Korn, M. Mitschke, D.

Niederl}ohner, and F. Pfeiffer, Nucl. Instrum. Methods Phys. Res. A 563,

116 (2006).
58Z. G. Wang, R. T. Williams, J. Q. Grim, F. Gao, and S. Kerisit, physica

status solidi (b) 250, 1532 (2013).

173512-9 Gao et al. J. Appl. Phys. 114, 173512 (2013)

http://dx.doi.org/10.1016/S0022-2313(02)00423-4
http://dx.doi.org/10.1016/j.nima.2006.09.097
http://dx.doi.org/10.1016/j.nima.2006.09.097
http://dx.doi.org/10.1109/TNS.2009.2023657
http://dx.doi.org/10.1016/j.nima.2010.08.063
http://dx.doi.org/10.1016/j.nima.2010.08.063
http://dx.doi.org/10.1063/1.357708
http://dx.doi.org/10.1063/1.357708
http://dx.doi.org/10.1063/1.351984
http://dx.doi.org/10.1063/1.351984
http://dx.doi.org/10.1063/1.371601
http://dx.doi.org/10.1016/j.optmat.2007.10.024
http://dx.doi.org/10.1109/TNS.2009.2015661
http://dx.doi.org/10.1063/1.3632969
http://dx.doi.org/10.1063/1.3143786
http://dx.doi.org/10.1063/1.3143786
http://dx.doi.org/10.1103/PhysRevA.27.3061
http://dx.doi.org/10.1088/0953-4075/23/12/020
http://dx.doi.org/10.1103/PhysRevA.8.2887
http://dx.doi.org/10.1016/j.jlumin.2012.12.058
http://dx.doi.org/10.1016/S0927-0256(02)00325-7
http://dx.doi.org/10.1016/S0927-0256(02)00325-7
http://dx.doi.org/10.1103/PhysRev.126.413
http://dx.doi.org/10.1103/PhysRev.129.62
http://dx.doi.org/10.1103/PhysRevB.15.4699
http://dx.doi.org/10.1016/0168-583X(95)00003-8
http://dx.doi.org/10.1063/1.1658075
http://dx.doi.org/10.1063/1.4736088
http://dx.doi.org/10.1109/TNS.2012.2194306
http://dx.doi.org/10.1063/1.4749253
http://dx.doi.org/10.1146/annurev.ns.13.120163.000245
http://dx.doi.org/10.1103/RevModPhys.43.297
http://dx.doi.org/10.1103/PhysRevB.35.482
http://dx.doi.org/10.1088/0022-3727/18/2/018
http://dx.doi.org/10.1063/1.345415
http://dx.doi.org/10.1103/PhysRev.93.38
http://dx.doi.org/10.1002/andp.19324060506
http://dx.doi.org/10.1109/TNS.2007.908917
http://dx.doi.org/10.1016/j.nima.2007.04.095
http://dx.doi.org/10.1016/j.nima.2007.04.095
http://dx.doi.org/10.1063/1.2885728
http://dx.doi.org/10.1016/0168-9002(94)91185-1
http://dx.doi.org/10.1016/j.nimb.2006.11.031
http://dx.doi.org/10.1016/j.nima.2007.07.059
http://dx.doi.org/10.1016/0022-2313(96)00026-9
http://dx.doi.org/10.1109/TNS.2009.2031140
http://dx.doi.org/10.1016/0022-2313(94)90317-4
http://dx.doi.org/10.1109/23.256593
http://dx.doi.org/10.1109/23.256593
http://dx.doi.org/10.1016/0168-9002(93)91170-R
http://dx.doi.org/10.1016/0168-9002(93)91170-R
http://dx.doi.org/10.1016/j.nima.2005.07.022
http://dx.doi.org/10.1016/j.nima.2004.07.243
http://dx.doi.org/10.1016/j.nima.2004.07.243
http://dx.doi.org/10.1143/JJAP.45.6420
http://dx.doi.org/10.1143/JJAP.45.6420
http://dx.doi.org/10.1149/1.2129574
http://dx.doi.org/10.1063/1.353856
http://dx.doi.org/10.1016/S0168-9002(01)01239-6
http://dx.doi.org/10.1016/S0168-9002(01)01239-6
http://dx.doi.org/10.1109/TNS.2008.922819
http://dx.doi.org/10.1016/j.nima.2004.08.043
http://dx.doi.org/10.1016/j.nima.2004.08.043
http://dx.doi.org/10.1016/S0168-9002(03)00785-X
http://dx.doi.org/10.1016/j.nima.2006.01.133
http://dx.doi.org/10.1002/pssb.201248587
http://dx.doi.org/10.1002/pssb.201248587


Motivation and Objectives

Technical Approach

Science-Driven Candidate Search for New Scintillator 
Materials  
Project Number: PL13-SciDrivScintMat-PD05
Project Team:  Fei Gao, Sebastien Kerisit, Yulong Xie, Dangxin Wu, Micah P. Prange, Luke W. Campbell 

 Explore the fundamental physical processes that control and limit
scintillator performance

 Develop comprehensive scintillator physics models/computer codes

 Explain why some scintillator materials offer better performance than others
(e.g. nonproportionality)

 Develop comprehensive computer codes for “in silico experiments” that
yield a predictive simulation framework for evaluating radiation response

 Provide a real theoretical basis to improve the performance of current
scintillators

 Provide a pathway to optimize current scintillators and lead to the science-driven
candidate search for new scintillator materials
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• Electronic ReSPonse (ERSP)
Low-energy cross sections and plasmon
decay spectra

• NorthWest Electron & Gamma-Ray 
Interaction with Matter (NWEGRIM)
Energy cascade → generation of electron-
hole pairs

• Deformable Density (DefDen) model
Electron/hole-phonon interactions

• Kinetic Monte Carlo (KMC) code
Carrier thermalization, transport 
recombination, and luminescence

Capability developments:

Capability
developments

Apply & validate model
---

Derive parameters

Model predictions
---

In silico experiments

LLNL + Wake Forest University
Provide ab initio inputs + experimental validation

Progress and Results
Simulated a wide range of scintillators (alkali/alkaline-earth halides - NaI, CsI, BaF2, CaF2, SrI2;

lanthanum halides - LaF3, LaCl3, LaBr3, LaI3; oxides - YAG, YAP; elpasolites - CLLC, CLLC, CLYB, 
CLYC), which agree with a wide range of experimental measurements and theoretical results. 

Evaluated light yields, decay kinetics, nonproportionality, pulse shape discrimination
Established rules that dictate scintillator performance (self-consistent analysis)
Engineered material (co-doping, defect manipulation) and search for new scintillator materials 

 Ab initio Calculations (Inputs for NWEGRIM)
Ab initio data model – Cross sections at 
low energies of various energy loss 
mechanisms and decay spectrum

Electronic losses of heavy particles

Electron cross section Plasmon spectrum  

BaF2

H+ in CaF2

Physics of pulse shape discrimination 
(e.g. in elpasolites)

 Intrinsic Properties and Spatial distribution
of e/h Pairs – General Rules

Predicted Properties
• Intrinsic properties - W vs. particle E, max. theoretical light yield, and Fano factor
• Spatial distribution of e-h pairs – track structures that are important for nonproportionality
• Energy distribution of e-h pairs – important for thermalization (nonproportionality) 
• Energy loss channels and stopping power

Maximum Theoretical Light Yield

• the potential brightness of a candidate 
scintillator
• the potential for improvement of current 
scintillators
• the upper limit for absolute light yields

In silico experiments can be used for 
rapid evaluation of:

Track Structures

LaF3

LaI3

10 keV incident γ-ray

77 nm

γ ray

γ ray

362 nm

286 nm354 nm

LaBr3

LaCl3

γ ray

γ ray

Photon
Electron (Interband)
Electron (Plasmon)
Electron (Ionization)
Electron (Relaxation)
Hole

Nano-scale fluctuations in e-h pair density along the 
track are key to nonproportionality, where local density 
can only be determined by in silico experiments.

General Rules for Better Scintillator Materials in silico experiments

Material W 
(eV)  Interband Plasmon Ionization Fano

Factor
Track 

structure

GaF2 21.4 1.8 63.1% 31.6% 4.4% 0.23 Clustered

BaF2 19.1 1.7 63.7% 29.3% 4.1% 0.19 Clustered

CsI 12.0 2.0 65.2% 18.2% 11.1% 0.30 Slightly 
clustered

NaI 10.9 1.9 60.2% 29.1% 6.4% 0.28 Slightly 
clustered

LaBr3 9.5 1.7 72.1% 21.9% 3.2% 0.21 Linear

SrI2 9.2 1.7 72.2% 19.2% 4.3% 0.23 Linear

Material Band gap 
energy (eV)

Max. theo.
LY (ph/MeV) β Fano factor

LaF3 6.6 96,899 2.6 0.37

LaCl3 7.0 93,545 1.5 0.25

LaBr3 5.6 105,263 1.7 0.22

LaI3 3.3 173,913 1.7 0.52

Material Band gap 
energy (eV)

Max. theo.
LY (ph/MeV) β Fano factor

Cs2LiLaBr6 6.0 103,093 1.6 0.35

Cs2LiLaCl6 8.0 67,431 1.8 0.24

Cs2LiYBr6 5.7 105,374 1.7 0.32

Cs2LiYCl6 7.5 69,686 1.9 0.27

• Small number of energy loss channels (ideally, 
only interband transitions)
• Linear track structure that decreases nonlinear 
quenching at low energies
• Correlation between loss channels and Fano factor

Lanthanum halide series

• On-going ab initio calculations to search for 
suitable activators for LaI3 (e.g. Pr, Nd, Eu, etc)

Elpasolite series – dual gamma/neutron detectors

• NWEGRIM for neutron response + KMC nonlinear 
quenching → Pulse shape discrimination

 Thermalization
Thermalized e-h  pair distribution

Key findings and impact
• Quantified time (ps) and length (10’s to 100’s nm) scales of thermalization
• Slow electron cooling significantly affects density in the track
• Facilitated development of improved conceptual models

CsI:0.3%Tl – 5.9 eV
excitation

NaI:0.1%Tl – 5.9 eV
excitation

This improved model will
enable more realistic
simulations of the non-
proportional γ-ray and
electron response of
inorganic scintillators.

 Scintillation Efficiency and Kinetics

Electron‐hole pair populations Electron‐hole pair populations

2nd+3rd-order
quenchingOnly 2nd-order

quenching

Summary and Outlook
 Develop in silico experiment capabilities – state–of-the-art tools
 Agree with a wide range of experimental measurements and other

theoretical studies.
 Enable accurate predictions of material modifications to increase

performance.
 Provide a pathway to optimize current scintillators and perform science-

driven search for new materials.
 Explore the root causes of nonproportionality.
 Evolve from gamma-ray to other particles and apply new capabilities to

predict the pulse shape discrimination of scintillators.
 Suggest possible scintillators for crystal growth and experimental

optimization and engineering.

Comparison with 
phenom. model
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Kinetic Monte Carlo Simulations of Scintillation
Processes in NaI(Tl)

Sebastien Kerisit, Zhiguo Wang, Richard T. Williams, Member, IEEE, Joel Q. Grim, and Fei Gao

Abstract—Developing a comprehensive understanding of the
processes that govern the scintillation behavior of inorganic scin-
tillators provides a pathway to optimize current scintillators and
allows for the science-driven search for new scintillator materials.
Recent experimental data on the excitation density dependence of
the light yield of inorganic scintillators presents an opportunity
to incorporate parameterized interactions between excitations in
scintillation models and thus enable more realistic simulations
of the nonproportionality of inorganic scintillators. Therefore, a
kinetic Monte Carlo (KMC) model of elementary scintillation pro-
cesses in NaI(Tl) is developed in this paper to simulate the kinetics
of scintillation for a range of temperatures and Tl concentrations
as well as the scintillation efficiency as a function of excitation
density. The ability of the KMC model to reproduce available
experimental data allows for elucidating the elementary processes
that give rise to the kinetics and efficiency of scintillation observed
experimentally for a range of conditions.

Index Terms—Kinetic Monte Carlo, nonproportionality, radia-
tion detection, scintillation mechanisms, -ray spectroscopy.

I. INTRODUCTION

I NORGANIC scintillators are used extensively for radia-
tion detection and -ray spectroscopy. Key properties of

inorganic scintillators that determine their application as radia-
tion detectors include their emission spectra, decay kinetics, and
light yields. All of these properties are manifestations of the re-
laxation of ionization tracks that are created when -rays (or any
ionizing particles) penetrate scintillator materials and produce
high-energy secondary electrons that are slowed down through
the creation of electron-hole pairs. Therefore, developing a thor-
ough understanding of the elementary processes that dictate the
relaxation of ionization tracks is critical to improving the per-
formance of existing scintillator materials and accelerating the
discovery of new materials. For example, the phenomenon of
nonproportionality, whereby the scintillation yield normalized
to the incident energy is not constant with incident energy, is
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one of the main factors that degrade the energy resolution of in-
organic scintillators employed in -ray spectroscopy; however,
the underlying mechanisms that give rise to nonproportionality
have not been fully elucidated and improvements in resolution
have not achieved their full potential as a result.
Consequently, significant effort has been directed at identi-

fying and quantifying the elementary processes of scintillation
in inorganic materials with the aim of developing a basis for
distinguishing broad trends in nonproportionality between ma-
terials classified by properties such as crystal structure, carrier
mobilities, and phonon frequencies [1]–[4]. In this paper, we in-
vestigate the kinetics and efficiency of the elementary processes
of scintillation in NaI(Tl). NaI has been widely used as a radia-
tion detector since its discovery as a scintillation crystal in 1948
[5] and is often used as a basis for comparison for emerging scin-
tillator materials. Over the years, several theoretical and con-
ceptual models have been developed to explain the scintillation
response of NaI [6]–[10].
Early modeling work by Murray and Meyer (MM) [6] fo-

cused on evaluating the scintillation efficiency of NaI as a func-
tion of stopping power, , in an attempt to put the response
to different ionizing particles on the same footing. The MM
model assumes that self-trapped excitons (STE) are the sole en-
ergy carriers, whereas those electron-hole pairs that fail to re-
combine as STEs degrade the scintillation efficiency. However,
Hill and Collinson [8], [11] later showed that the MM model
did not give an accurate representation of the scintillation effi-
ciency at high . In addition, work by Dietrich et al. [12]
on NaI(Tl) and KI(Tl) and by Delbecq et al. [13] on Tl-doped
potassium halides, yielded proof of the presence of and

species resulting from the capture, at sites, of elec-
trons and holes, respectively. These findings provided strong ev-
idence that STEs were not the sole carriers. Therefore, a subse-
quent model was put forth by Dietrich and Murray (DM) [7],
in which the creation of Tl excited states resulted from the bi-
nary recombination of electrons and holes (controlled either by
hole diffusion or by electron de-trapping) or the prompt capture
of an electron and a hole at a Tl site. This three-process model
has been used on many occasions to model the scintillation ki-
netics of NaI [14], [15] and other alkali halides, (e.g., CsI [16]).
A more recent model developed by Alexandrov et al. [10] ex-
tended the DMmodel to include the dissociation of STEs during
their diffusion.
In a previous study [17], we developed a kinetic Monte Carlo

(KMC) model of the scintillation mechanisms in CsI(Tl) based
on the DM model. The KMC model applied a modified version
of the DM model onto a 3-D lattice in which all species (ac-
tivators, holes, excitons, etc.) were represented explicitly and

0018-9499 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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KERISIT et al.: KINETIC MONTE CARLO SIMULATIONS OF SCINTILLATION PROCESSES IN NAI(TL) 861

treated individually. The KMC model was found to be capable
of reproducing both the kinetics and the efficiency of scintilla-
tion in CsI(Tl) and, therefore, was used subsequently to simu-
late the nonproportionality of CsI at low incident -ray energies
[18].
Because it does not deal with the scintillation efficiency [7],

the original DM model cannot explain the variations in light
yield with excitation density and, therefore, it does not allow
for modeling the nonproportional behavior of alkali halides. In
addition, two recent developments have provided an incentive to
revisit the scintillation mechanisms of NaI and generate a KMC
model similar to that developed for CsI. Firstly, although STEs
were previously thought to diffuse faster than self-trapped holes
(STH) in NaI [19]–[21], recent electronic structure calculations
have provided evidence that they are equally mobile in NaI [22],
[23]. Secondly, previous models of NaI scintillation did not treat
potential interactions between excitations and, therefore, could
not account for the excitation density dependence of the light
yield. Recent experimental work [24]–[26] has made available
data for parameterizing second order quenching interactions, as
was done previously for CsI [27]. This approach is expected
to lead to improved models of nonproportionality in inorganic
scintillators.
Therefore, this paper aims to develop aKMCmodel of scintil-

lation mechanisms in NaI(Tl) in order to identify the processes
that give rise to its scintillation properties. Such model con-
stitutes a building block toward a goal of simulating practical
scintillator response from a moderate number of measured or
calculated materials properties. An important step in building a
full predictive model of scintillator response is to compare out-
puts of some of the component simulations to isolated, specific
properties of luminescence under -ray excitation or interme-
diate experimental data measured under simpler experimental
circumstances than a high-energy -ray track. Consequently, the
present model is compared against two types of experimental
data: 1) the scintillation kinetics as a function of temperature
and Tl concentration following -ray excitation (662 keV); and
2) the luminescence yield as a function of excitation density fol-
lowing ultraviolet (UV) excitation (5.9 eV).

II. COMPUTATIONAL APPROACH

The KMC model was developed in a previous study of scin-
tillation mechanisms in CsI(Tl) [17]. In this paper, it is extended
to consider alkali halides that adopt the rocksalt structure (e.g.,
NaI). In this implementation, a simple cubic lattice is used, in
which each lattice point represents either a cation ( ) or an
anion ( ) and periodic boundary conditions (PBC) are applied.
STHs form in alkali halides by localizing on two neighboring
halide ions and can capture an electron to form STEs. There-
fore, STHs and STEs are represented as occupying two neigh-
boring sites. The diffusion of STHs and STEs is treated using
a random-walk approach and ions are placed randomly at

sites to achieve the desired concentration.
The rate, , of each process is determined by the Arrhenius

equation: , where is the pre-exponen-
tial factor, the activation energy, the Boltzmann con-
stant, and the temperature. The model parameters are given
in Table I and discussed in Section III.

TABLE I
PARAMETERS USED IN THE KMC MODEL

This process accounts for all the STE linear decay rates
This process takes place only if a Tl is available within a 3- radius

The KMC program is executed using the following algo-
rithm: (1) the rate of each process is calculated using the Arrhe-
nius equation and is multiplied by the number of species (STE,
STH, , ) that can undergo this process; (2) a process
is selected with a probability proportional to the product calcu-
lated in (1) using a random number, , uniform in (0,1]; (3) the
selected process is executed on a randomly chosen species that
can undergo this process; (4) time is increased by ,
where is another random number uniform in (0,1] and is
the sum of all rates. Steps (1) to (4) are repeated until all elec-
tron-hole pairs have undergone radiative or nonradiative decay.
Goodness-of-fit tests were performed [28] when comparing

the output of the KMC simulations with experimental data. The
two-sample goodness-of-fit test was performed in one in-
stance where quantitative determination of the experimental un-
certainties was possible. In all other cases, statistical analysis
relied on the two-sample Kolmogorov–Smirnov (K–S) test and
the -sample Anderson–Darling (A–D) test [29] instead. The
K–S test relies on the maximum deviation of the cumulative dis-
tributions of the two data sets whereas the A–D test relies on the
integrated quadratic deviation of the cumulative distributions.
For these three tests, the null hypothesis is that the simulated
data and the experimental data were drawn from the same con-
tinuous distribution. In cases where the goodness-of-fit tests did
not reject the null hypothesis, theWald–Wolfowitz (W–W) runs
test [29] was also performed [28] to evaluate whether systematic
differences were present. This test relies on the number of runs
in the sequence of differences between calculated and experi-
mental data. For this test, the null hypothesis is that the sequence
was produced in a random manner. The resulting p-values rep-
resent the probabilities of occurrence of the test statistics with
such magnitude if the null hypothesis is true. The level of sig-
nificance of the tests is 0.01, meaning that the null hypothesis is
rejected if the p-value is lower than 0.01.

III. DERIVATION OF THE MODEL PARAMETERS

Six processes are considered in this work when simulating
the -ray response of NaI(Tl): STH and STE diffusion, STE
radiative and nonradiative decay, radiative decay, and
electron thermal release from . Two additional processes,
namely, dipole-dipole Förster transfer and STE dissociation, are
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also considered when simulating the light yield of UV-excited
NaI. A modification is also made to the STE decay rates in
these simulations to account for the shortening of the STE life-
time due to quenching at the surface. Modifications made to the
KMC model for UV-excited NaI(Tl) will be described in detail
in Section IV-C.
STH and STE diffusion occurs via thermally activated

hopping to near-neighbor sites. In NaI, STHs and STEs can
hop in principle to eight first-nearest neighbors (60 rotation),
four second-nearest neighbors (90 rotation), four third-nearest
neighbors (120 rotation), and two fourth-nearest neighbors
(180 rotation). Prange et al. [23] calculated the energy barriers
of each of the four near-neighbor hops using density functional
theory (DFT) calculations. For both STHs and STEs, they
found the 60 and 180 rotations to have lower barriers than the
90 and 120 rotations. Although the calculated values differed
slightly, Sadigh et al. [22] also predicted the 60 and 180
rotations to have lower barriers than the 90 and 120 rotations.
Therefore, only the 60 and 180 hops are considered in the
KMC model. Interestingly, both studies found the barriers for
STHs and STEs to be similar, indicating that STEs and STHs
are equally mobile in NaI. In the calculations of Prange et al.
[23], the average barrier weighted by the number of possible
hops for each of the two rotations considered in the KMC
model was 0.2246 eV and 0.2108 eV for STHs and STEs,
respectively. Therefore, an average energy barrier of 0.22 eV
was used for both STHs and STEs. The pre-exponential factor
was derived from thermal-reorientation experiments of STHs
in KI [30].
There is only very limited experimental data on the activation

energy for STE and STH diffusion in NaI. Popp andMurray [19]
determined the activation energy for STH rotation (a combina-
tion of the 60 and 90 rotations). Their experimental procedure
involved measuring the kinetics of decay of the optical density
of STHs created by either high-energy electrons or X-rays as
they thermally re-orientate following bleaching at very low tem-
perature. The temperature-dependent data yielded 0.18 eV for
the activation energy; however, the experimental fits were made
for measurements taken between approximately 44 and 52 K
suggesting that extrapolating to the temperature range of interest
in this study (243 to 333 K) may carry a sizeable uncertainty.
Nagata et al. [20] reported an activation energy for STE diffu-

sion in NaI of 0.07 eV. Taken in conjunction with the activation
energy for STH diffusion derived by Popp and Murray [19], this
result would suggest that STEs and STHs are not equally mobile
in NaI, which goes against the conclusion drawn from the calcu-
lations of Prange et al. [23] and Sadigh et al. [22]. However, the
value reported by Nagata et al. was not obtained directly from
their measurements. Instead, it was determined from a model fit
of the change in light yield in the temperature range 5 to 200 K,
with the light yield expressed as the ratio of the radiative rate
over the sum of the radiative and nonradiative rates. The ra-
diative rate was taken to be the decay time at 5 K (for which
the light yield is 1) and the nonradiative rate was expressed
as , where and were fitted to
the light yield data. Nagata et al. assumed that the nonradia-
tive rate stemmed from the surface recombination of STEs and
thus equated with the activation energy for STEs to diffuse
to the surface; but additional processes could be involved, such

as STE thermal nonradiative decay, quenching at surface sites,
or STE dissociation. Therefore, the activation energy reported
by Nagata et al. actually represents the effective activation en-
ergy of all nonradiative processes rather than the energy barrier
for individual STE near-neighbor hops, which is the quantity of
interest in our model.
For the STE radiative decay process, the pre-exponential

factor was set to the decay time obtained by Nagata et al. [20]
for pure NaI at 5 K. The 4.2-eV emission band is the dominant
intrinsic emission band in pure NaI under both X-ray [31] and
UV excitation [20], [32] and it is thus assumed to be the sole
STE emission in the KMC model. As was done by Nagata et
al., this process was taken not to be thermally activated and
therefore its activation energy was set to zero. Although the
parameters for the STE nonradiative decay process could be
extrapolated from the data of Nagata et al. [20], these values
would likely encompass other processes, as discussed above,
since the data of Nagata et al. were obtained for UV excitation
(near surface) and the focus of the first part of this work is on
the scintillation response to -ray excitation. Therefore, the
rate parameters for STE nonradiative decay were derived from
the experimental data of Moszyński et al. [15], as described in
the following paragraph.
Moszyński et al. [15] measured the scintillation kinetics of

NaI(Tl) following -ray irradiation at 662 keV from 243 K to
333 K. They fitted the scintillation decay curves with two expo-
nential terms (termed “fast” and “slow”) from 333 K to 273 K
and added a third term below 273 K (termed “superfast”). The
parameters for radiative decay and for electron thermal
release from were obtained from the temperature depen-
dence of the “fast” and “slow” components, respectively. In the
KMC algorithm, electron release from is assumed to lead to
electron capture at . The “superfast” component could be
attributed to STE emission but it has a longer decay time (160 ns
at 243 K [15]) than expected based on the decay time of pure NaI
obtained at a similar temperature (20 ns at 220 K [33]). How-
ever, the tunneling and/or de-trapping of electrons from to
recombine with STHs are likely to cause delayed STE emission
[13], [34] in Tl-doped alkali halides. Therefore, the “superfast”
component was taken to be due to delayed STE emission and
its temperature dependence was used to obtain the parameters
for STE effective nonradiative decay (i.e., accounting for the ef-
fects of electron release/tunneling from ).
An additional factor to consider is the proportion of STEs and

STHs in the KMC simulations. Thermal dissociation of STEs is
likely in the conditions simulated in this work; therefore, the
proportion of STEs should diminish with increasing tempera-
ture. Emkey et al. [35] determined experimentally the activa-
tion energy for exciton dissociation to be 0.06 eV. Although
the first-principles calculations of Prange et al. [23] suggested a
lower value (0.02 eV) and the calculations of Sadigh et al. [22]
a higher value (0.1 eV), both values are of the same order of
magnitude as the experimental value. Wang et al. [4], [36] used
a phenomenological model of electron thermalization to calcu-
late the probability of electron-hole pair recombination during
thermalization and following -ray excitation of alkali iodide
and alkaline-earth fluoride scintillators. One of the main con-
clusions of this work was that, although a significant propor-
tion of electron-hole pairs rapidly recombine during thermal-
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ization, many electrons were able to travel tens to hundreds of
nanometers away from the core of the track before being fully
thermalized (these electrons were referred to as “stopped” elec-
trons). The probability for recombination calculated by Wang
et al. [4] at room temperature for the highest incident energy
considered in that study (0.32 at 400 keV) was used as the ref-
erence point from which the probability of STE formation was
calculated using the dissociation energy of Emkey et al. [35],
as described in the Appendix. Although this approach only pro-
vides a rough estimation, which should be refined in the future,
it does account for the fact that STEs are likely to thermally dis-
sociate and, as will be shown in Section IV-A, it does lead to
good agreement with the experimental data of Moszyński et al.
[15]. The results were found to not be sensitive to small changes
in the probability of STE formation (data not shown).
Using a simple model for describing electron capture at Tl

sites during thermalization, Wang et al. [4], [36] were also able
to evaluate the proportion of “recombined,” “stopped,” and “Tl-
trapped” electrons as a function of Tl concentration. As de-
scribed in the Appendix, this data was used to determine the
proportion of STHs and STEs as well as the number of initial
electron-hole pairs in the KMC simulations as a function of Tl
concentration. Indeed, the “stopped” electrons were considered
to have travelled too far to be able to recombine with holes
within the timescale of interest to this work (a few s) or to
have trapped at defects and impurities and, therefore, they were
not considered in the KMC model, which means that different
initial numbers of electron-hole pairs were used as a function of
Tl concentration.
Finally, the KMC model also considers the thermal trapping

of holes, as first suggested by Hadley et al. [37] for KI(Tl)
and Kaufman et al. [38] for NaI(Tl), whereby any hole created
within a volume of 25 unit cells around a ion is promptly
captured at that site. Therefore, a prompt capture radius, , of
19 was used in the KMC model.

IV. RESULTS AND DISCUSSION

A. Scintillation Kinetics as a Function of Temperature

A series of KMC simulations were performed to calculate the
scintillation kinetics of NaI doped with 0.1 mol% of Tl from
243 K to 333 K for comparison with the experimental data of
Moszyński et al. [15] obtained for 662-keV -rays. Because
some of the parameters of the KMC model were determined
based on this experimental data set, this comparison is not used
to validate the KMC model. This subsection also aims to iden-
tify the processes that give rise to any changes in the observed
scintillation behavior as a function of temperature.
An electron-hole pair density of cm was used, which

is within the range of densities ( cm ) used by Di-
etrich and Murray [7] based on the calculations of Katz and Ko-
betich [39] on the energy deposited by positive ions in NaI. The
calculated scintillation decay curves are independent of the elec-
tron-hole pair density for densities lower or equal to cm .
In ionization tracks created by 662-keV -rays, the proportion
of regions with densities higher than cm is expected
to be small [18]. For each temperature, the scintillation decay
curves were constructed from 1400 simulations, for a total of
approximately 100 000 electron-hole pairs. The simulation cells

Fig. 1. Comparison of the calculated scintillation decay curves (solid circles)
with the experimental data of Moszyński et al. [15] (empty circles) for a range
of temperatures. Insets show a close-up of the first 400 ns.

consisted of 128 128 128 sites. Given a inter-
atomic distance of 0.3236 nm [40], this corresponds to a cube
with a side length of approximately 45 nm. Activators, STHs,
and STEs were placed randomly on the lattice at the start of
each simulation. As was done in simulations of CsI(Tl) [17],
electrons captured at sites were not positioned explicitly
but, instead, a probability was used, when a STH is captured
at a site, to determine whether this site has previously cap-
tured an electron. This correlation probability was set to the in-
tensity of the “fast” component determined by Moszyński et al.
and serves to account for the electrostatic interactions between
STHs and sites, which are not included in the KMC model.
In Fig. 1, simulation results obtained at four temperatures are

compared with the experimental data of Moszyński et al. [15].
There are small differences in a few places; in particular, the
simulation results appear to systematically slightly overestimate
the light intensity in the approximate time range 500–1000 ns
for 273 and 293 K and, indeed, the W–W runs test rejects the
null hypothesis for these two temperatures (Table II). However,
we cannot be certain of the significance of those differences be-
cause experimental error bars were not provided in [15]. In ad-
dition, the K–S and A–D tests did not reject the null hypothesis
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TABLE II
P-VALUES OF THE STATISTICAL TESTS OF THE COMPARISONS

PRESENTED IN FIGS. 1, 4, AND 5

Kolmogorov–Smirnov two-sample test
Anderson–Darling two-sample test
Wald–Wolfowitz runs test

of equivalence of the experimental and simulated data in these
cases (Table II). In other words, the simulation results are statis-
tically consistent with the experimental data according to these
two statistical tests.
Although, overall, the kinetics of scintillation accelerate with

increasing temperature as expected, the experimental data show
an interesting behavior in the early times. At low temperatures,
NaI exhibits a relatively slow decay, which becomes faster with
increasing temperature, but subsequently shows the appearance
of an intensity maximum. Moszyński et al. concluded from this
observation that NaI followed different mechanisms of scintil-
lation at different temperatures.
Although only the total light intensity as a function of time

can be validated against the data of Moszyński et al., it is of
interest to discuss the contribution of the different processes in
the KMC simulations in an effort to identify the mechanisms
underlying this apparent change in scintillation behavior. Fig. 2
shows the contribution of several processes to the total light
yield as a function of time for three temperatures. At low tem-
perature, STE/STH diffusion is slow and STEs decay radia-
tively before STEs and STHs can reach sites. As the tem-
perature increases, the STE population decays at a faster rate
and STEs and STHs diffuse faster; therefore, binary recombi-
nation (i.e., sequential capture of an electron and a hole at a
thallium site) becomes more dominant in the early times. Even-
tually, at high temperatures, the contribution of STE emission
becomes small and a delayed maximum begins to appear. In
summary, the rising time becomes shorter as the temperature
increases but is not visible until high temperatures are reached
due to the STE emission, which dominates in the early times at
low temperatures.
A sensitivity analysis was carried out to determine the pro-

cesses that most affect the agreement between the calculated and
experimental scintillation decay curves. To do so, additional se-
ries of KMC simulations were carried out. In each series, the rate
of one of the six processes ( ) was varied between 0.1 and 10
times the rate obtained from the parameters in Table I ( ).
Because STH and STE diffusion use the same parameters, their
rates were varied simultaneously. For each value of ,
the root mean square logarithmic error was calculated from the
differences between the calculated and experimental values of

Fig. 2. Contributions from all scintillation processes to the calculated scintil-
lation decay curves obtained at 243 K, 273 K, and 313 K. Binary recombination
(1) is that controlled by STH diffusion whereas (2) is controlled by electron
thermal release.

the light intensity for each experimental data point. Fig. 3 shows
the results obtained for two of the temperatures presented in
Figs. 1 and 2, and it indicates that the agreement between the
calculated and experimental scintillation kinetics is most sensi-
tive to the rate of radiative decay. This is to be expected
as most of the light is emitted by thallium. Fig. 3 also suggests
that no significant improvement of the agreement with the data
of Moszyński et al. could be obtained by changing any of the
current process parameters.

B. Scintillation Kinetics as a Function of Tl Concentration

A second series of KMC simulations were performed at
298 K to study the scintillation kinetics of NaI(Tl) for Tl con-
centrations ranging from 0.001 to 1.0 mol%. The simulation
cell size, number of simulations, and reference electron-hole
pair density were the same as the simulations described in
Section IV-A. The experimental data used for comparison in
this section were not included in the model parameterization;
therefore, this section provides an example of the applicability
of the KMC model beyond the conditions used for its parame-
terization.
In Fig. 4, the simulation results are compared to the ex-

perimental data of Kubota et al. [14] obtained for 662-keV
-rays. In all three cases, the K–S and A–D tests did not reject
the null hypothesis (Table II). For 0.1 and 0.22 mol% Tl, the
calculated light intensity decays slightly more slowly in the
later times than the data of Kubota et al. and, indeed, the W–W
runs test rejects the null hypothesis for these two concentra-
tions (Table II), which is indicative of systematic differences.
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Fig. 3. Sensitivity analysis of the processes used to simulate the scintillation
kinetics at 243 and 313 K.

Fig. 4. Comparison of the calculated scintillation decay curves (solid circles)
with the experimental data of Kubota et al. [14] (open circles–size of data points
commensurate with errors) for a range of Tl concentrations.

Sample-to-sample variations of scintillation properties have
been reported for some inorganic scintillators including, for
example, the electron response of NaI(Tl) [41] and the decay
time of LSO(Ce) [42]. Variations can be significant for crystals
grown by different manufacturers [41]. Therefore, because one
of the Tl concentrations (0.1 mol%) was the same as that used
in the comparison with the data of Moszyński et al. [15] and
that, in that case, the agreement between the experimental and
calculated scintillation kinetics was closer, we conclude that the

Fig. 5. Comparison of the calculated light yield with the experimental data of
Harshaw et al. (as given by Murray and Meyer [6]) and Kubota et al. [44] as a
function of thallium concentration.

slight discrepancy in the later times is likely due to differences
in sample composition and origin and/or experimental approach
used in the two experimental studies; although the possibility
that the model is not fully adequate cannot be entirely ruled out.
At 0.22 and 0.01 mol% Tl, the experimental data of Kubota

et al. [14] show greater fluctuations than at 0.1 mol%, which
makes an accurate comparison more difficult. Nonetheless, as
seen for 0.1 mol%, the experimental data show a slightly faster
decay in the later times. In the early times, the KMC simula-
tions predict that the scintillation decay curves change from a
single exponential decay to a flat top. At low Tl concentrations,
capture of STEs and STHs at Tl sites is slow and some of the
STEs are able to decay radiatively leading to the single expo-
nential decay. As the Tl concentration increases, however, the
STEs are captured faster and do not have time to decay radia-
tively and thus the flat top becomes apparent. It is difficult to
compare the very early times at 0.01 and 0.22 mol% Tl due to
the large fluctuations in the experimental data in the first few
tens of nanoseconds and the lack of data points within approxi-
mately 10 ns. Therefore, it is not possible to definitely confirm
or refute this finding. However, it is consistent with the exper-
imental observation of the appearance of an intrinsic emission
peak in alkali iodide emission spectra at low Tl concentrations
[16], [43].
From the same set of simulations, the scintillation light yield

was also obtained and is compared, in Fig. 5, to the experimental
data of Kubota et al. [44] and of Harshaw et al. (as given by
Murray and Meyer [6]) as a function of Tl concentration. Al-
though there is an increase in STE nonradiative decay as the Tl
concentration decreases (from none at 1.0 mol% Tl to 10% of
the electron-hole pairs at 0.001 mol% Tl), the dominant factor
leading to the decrease in the light yield with decreasing Tl con-
centration is the increase in the number of “stopped” electrons,
which are not explicitly considered in the KMC simulations, as
explained in Section III. In other words, as the Tl concentration
decreases, the probability for electron capture by Tl during ther-
malization is reduced and more electrons are able to travel away
from the core of the ionization track thus leading to a decrease
in light output. The general trend with increasing Tl concentra-
tion is reproduced by the simulations; albeit with not as steep a
rise as seen experimentally. The K–S and A–D tests reject the
null hypothesis (Table II), indicating that the difference between
the calculated and experimental data is statistically significant.
However, parameterization of the electron capture process in the
thermalization calculations performed in a previous study [36]



866 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 61, NO. 2, APRIL 2014

was only approximate. When applying the K–S and A–D tests
to the lower ( mol ) and higher ( mol ) ranges
of Tl concentrations separately, both goodness-of-fit tests reject
the null hypothesis for the lower concentration range whereas
neither does for the higher range (Table II), which indicates that
the simulation results are statistically consistent with the exper-
imental data in the higher concentration range but not in the
lower range.

C. Scintillation Efficiency as a Function of Excitation Density

A series of KMC simulations were performed at 298 K to in-
vestigate the effect of the initial density of electron-hole pairs
on the scintillation efficiency and thus model the experiments
of Grim et al. [24] on the excitation density dependence of the
light yield of NaI(Tl) using sub-picosecond UV excitation (re-
ferred to hereafter as z-scan experiments). The simulation con-
figuration was changed with respect to that used in the previous
sections to reflect the changes in densities, kinetic energies, and
positions relative to the surface of the electron-hole pair popula-
tions that arise due to the change in excitation energy, and thus
follow the approach used previously for CsI(Tl) [27].
Eby et al. [45] reported a band gap of 5.8 eV and a 1s exciton

peak at 5.56 eV for NaI at 80 K. These values are expected to de-
crease with increasing temperature; and, indeed, the 1s exciton
peak moves to 5.39 eV at room temperature (it was not possible
to determine the band gap at room temperature in that study).
Therefore, the photon energy of the UV pulse in the z-scan ex-
periments (5.9 eV) is slightly higher than the band gap and the
1s exciton peak and all electron-hole pairs were thus assumed
to begin the simulations as STEs.
An exponentially decaying distribution:

, where is the depth from the surface in lattice
layers, is the concentration of STEs at depth is the
absorption coefficient and is the concentration of STEs at
the crystal surface, was used to determine the initial position
of the STEs on the lattice. was calculated from the on-axis
laser fluence, absorption coefficient, excitation energy, and
position of the beam waist used in the z-scan experiments.
The absorption coefficient was set to that used by Grim et al.
[24] ( cm ), who determined it from the optical
density spectrum and film thickness reported for NaI by
Martienssen [46]. Because of the large transverse size of the
laser spot ( m radius at 1/e) relative to the – size of the
simulation cell ( nm), the transverse distribution profile
was assumed to be flat.
The simulation cell was a 3-D lattice of dimensions 32 32

512 sites. Given an intersite distance of 0.3236 nm for NaI, this
corresponds to real dimensions of 10.4 10.4 165.7 nm . The
UV beam was assumed to be incident along the direction and
PBC were only applied in the directions perpendicular to the
beam. The lattice was bound by the crystal surface at .
Although the lack of PBC at the other end of the lattice intro-
duces an artificial boundary, the number of STEs in that region
is very small given the length of the simulation cell in the di-
rection (165.7 nm) relative to the absorption coefficient (which

translates to a characteristic distance of 25 nm). The STE dif-
fusion distance is also small compared to the length of the sim-
ulation cell in the direction (99% of the STEs diffuse over a
distance of 22 nm or less for the lowest excitation density con-
sidered). ions were placed randomly on the lattice at
sites to achieve a concentration of 0.1 mol%, as in the experi-
mental sample. The light yield was determined for each excita-
tion density using the average of 400 simulations. In addition, a
few modifications were made to the model parameters relative
to those used in the previous simulations.
(1) There was no prompt capture radius as all the electron-

hole pairs begin the simulations as STEs.
(2) Second-order STE quenching is described by dipole-

dipole Förster transfer, a nonradiative transfer whereby a first
STE decays by emitting a virtual photon, which is absorbed
by a second STE, which dissociates as a result. The rate of
Förster transfer is dependent on the distance between STEs and
is determined by , where is the Förster
transfer radius and is equated to the STE radiative decay rate
following the formulation of Vasil’ev [47], which was used
subsequently by Kirm et al. [48] and Williams et al. [26].
was set to the inverse of the decay time (13 ns) determined by
van Sciver and Bogart [33] from -ray excitation of pure NaI
at 300 K.
(3) STE dissociation was also considered in these simula-

tions, whereby a STE electron, possibly in an excited bound
state, may be scavenged by tunneling transfer to a nearby
site to form . The positions of the electrons at sites were
treated explicitly. Experimentally, STE dissociation was sug-
gested from the recent time-resolved optical absorption mea-
surements of Williams et al. [49], which showed, for CsI(Tl),
that the STE absorption band decayed on the time scale of pi-
coseconds and was replaced by a band assigned to . The
same process is likely to take place in NaI and, since there are
no direct experimental data to parameterize this process, its rate
was set to that used for CsI(Tl) [27].
(4) The STE linear decay processes were modeled by a single

effective decay rate, which was set to the inverse of the lifetime
derived by Williams et al. [26]. Indeed, the effective lifetimes
obtained by Williams et al. by fitting scintillation decay curves
obtained for varying excitation densities in pure NaI at room
temperature (singlet ns, triplet ns) were shorter than
the radiative lifetime measured in the bulk (13 ns) by van Sciver
and Bogart [33]. As suggested by Williams et al., this effect is
likely due to STE quenching at the crystal surface. Therefore,
an effective STE decay rate was used to implicitly account for
surface quenching, which was not present in the bulk calcula-
tions carried out in the previous sections.

was varied in increments of to optimize the agree-
ment with the experimental data. Fig. 6 compares the experi-
mental data from the z-scan measurements of Grim et al. [24]
with the calculated light yields obtained with .
The test rejects the null hypothesis ( ),
indicating that the calculated light yields are statistically dif-
ferent from the experimental measurements when considering
the uncertainties. It is clear from Fig. 6 that there are systematic
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Fig. 6. Comparison of the calculated light yield (open circles) with experi-
mental results of Grim et al. [24] (solid circles–average of 30 runs) for 5.9-eV
excitation as a function of the position of the beam waist and excitation density.
Experimental error bars correspond to one standard deviation. The uncertain-
ties on the calculated light yields, as determined from the standard deviation of
the mean when the simulations were divided into five independent blocks, are
smaller than the data points.

differences in the interval cm z-position cm. The dif-
ferences between observed and calculated light yields are likely
due to the assumption of flat transverse profile in the KMC simu-
lations. It should be noted that, since the experimental uncertain-
ties were taken to be one standard deviation of the normalized
light yields from 30 runs, they do not include any systematic er-
rors that may exist on the measured light yields or the derived
excitation densities. For example, although the positive and neg-
ative sides of the z-scan should be identical, a test comparing
the experimental light yields obtained for the two sides rejected
the null hypothesis ( ).
The value of thus obtained corresponds to a distance of

2.91 nm. Grim et al. [24] deduced from fitting the z-scan
light yield data with a second-order rate equation model. Using
an exciton capture rate of inferred from their time-
resolved optical absorption measurements of CsI(0.3% Tl) [49]
[no data are yet available for NaI(Tl)] yielded nm
[24]. However, if the exciton capture rate at 0.1% Tl is instead
deduced from linear interpolation of the measurements at 0.3%
[ ] and 0.01% [ ] Tl, becomes 2.9 nm, in
excellent agreement with the results of this work. For CsI(0.3%
Tl), a value of 3.66 nm was obtained from the KMC simulations
[27], compared to 3.8 nm derived from the second-order rate
equation model of Grim et al. [24].
In Fig. 7, the time evolution of the species populations is

shown for two excitation densities. Initially, the STE popula-
tion decreases due to STE emission, Förster transfer and thermal
dissociation, whereby the last process leads to the formation of
STHs and sites. At low density, the STH and popula-
tions plateau after a few hundred picoseconds, at which point
the STH population begins to diminish as STHs are trapped at

or sites to form or , respectively. Sub-
sequently, electrons are being released from sites to form

, which eventually emit light.

Fig. 7. Time evolution of the species considered in the KMC model at
(a) STEs cm and (b) STEs cm .

Fig. 7(a) also shows that all STEs disappear within 2-3 ns
and the lack of any noticeable increase in the population
within this time frame indicates that the formation of
via STE capture is negligible. At high density, the sequence of
events is similar. One noticeable difference is the fact that the
STH and populations plateau more rapidly and while there
is still a significant population of STEs. This indicates that
sites are saturated by electrons preventing further electron scav-
enging. Saturation of sites by electronsmeans that STHs are
much more likely to trap at sites than at sites, which
leads to a very small population compared to that ob-
served at low density.

V. CONCLUSIONS

A kinetic Monte Carlo model was developed to simulate the
scintillation response of NaI(Tl) as a function of temperature,
Tl concentration, and excitation density. According to the pur-
pose outlined in the Introduction, the simulations have been
compared to decay times of -ray-excited luminescence and to
photon density response data in NaI(Tl). While in several in-
stances statistical analysis indicates that the model results re-
produce the experimental data, other instances highlight areas
for future improvements, such as the parameterization of the
electron capture process in the thermalization calculations that
were performed in a previous study [36]. This work has led
to the derivation and refinement of KMC parameters, such as
the Förster transfer radius for describing interactions between
excitations, for future studies of scintillator performance, and
the method illustrates a route for refinement of model parame-
ters in a broad range of scintillators without the need for elec-
tron energy response or resolution measurements themselves.
With such experimental validation at intermediate steps, we be-
lieve the predictive accuracy of a full Monte Carlo model of
scintillator light yield and proportionality can be achieved more
readily.

APPENDIX

A. Estimation of the Electron Populations at 662 keV

In our previous study of electron thermalization [4], the frac-
tions of recombined, Tl-trapped, and stopped electrons were cal-
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culated for incident energies up to 400 keV. As they thermalize,
electrons can recombine with a hole (“recombined”), become
trapped at a Tl site (“Tl-trapped”), or eventually fully thermalize
(“stopped”), in which case they are not considered further. The
experimental data sets used for comparison in Sections IV-A and
B [14], [15] were both obtained at 662 keV. Although this en-
ergy was higher than the maximum energy considered in Wang
et al. [4], the fractions of recombined, Tl-trapped, and stopped
electrons are linear at the highest incident energies and, there-
fore, a linear regression was performed using the results ob-
tained between 20 and 400 keV to estimate the value of each
fraction at 662 keV. The values thus derived were 0.262, 0.568,
and 0.171 for recombined, Tl-trapped, and stopped electrons,
respectively.

B. Estimation of the Extent of STE Recombination as a
Function of Tl Concentration at 662 keV

In Wang et al. [4], the variations in the recombined,
Tl-trapped, and stopped populations were also calculated as a
function of Tl concentration for 2-keV -rays. Therefore, the
value of each population as a function of Tl concentration at
662 keV was determined using the variations obtained at 2 keV
as the scaling factor

(A1)

where is the population (recombined, Tl-trapped, or stopped)
obtained at energy and Tl concentration . For each value
of , the three populations were normalized so that their sum
was 1. As mentioned above, the electrons labeled as “stopped”
were not considered further. These represent electrons that have
trapped at defects or impurities or that have travelled too far to
be able to recombine with STHs.
Therefore, the number of electron-hole (e-h) pairs initially

placed on the NaI lattice in the KMC simulations varied with Tl
concentration. Given a number of e-h pairs that translates to

cm , the initial number of e-h pairs in the simula-
tion of Tl concentration , , was calculated by

(A2)

where and are the fractions of recombined and
Tl-trapped electrons.
The probability for an e-h pair to initially form a STE, ,

was

(A3)

The values of , , , , and thus calculated are
given in Table III.

C. Estimation of the Extent of STE Recombination as a
Function of Temperature at 662 keV

To calculate as a function of temperature for a Tl concen-
tration of 0.1 mol%, we write

(A4)

TABLE III
, , , , AND AS A FUNCTION OF CONCENTRATION

TABLE IV
AND AS A FUNCTION OF TEMPERATURE

where is the probability for exciton dissociation. Assuming
that exciton dissociation exhibits Arrhenius behavior, we use
the activation energy for exciton thermal dissociation of Emkey
et al. [35] ( eV) to describe it

(A5)

where the pre-exponential factor, , is obtained from the value
of obtained at K and given in Table III

(A6)

The resulting values of and are given in Table IV.
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ABSTRACT 
 
The spatial and temporal scales of hot particle thermalization in inorganic scintillators are critical factors determining the 
extent of second- and third-order nonlinear quenching in regions with high densities of electron-hole pairs, which, in turn, 
leads to the light yield nonproportionality observed, to some degree, for all inorganic scintillators. Therefore, kinetic 
Monte Carlo simulations were performed to calculate the distances traveled by hot electrons and holes as well as the time 
required for the particles to reach thermal energy following γ-ray irradiation. CsI, a common scintillator from the alkali 
halide class of materials, was used as a model system. Two models of quasi-particle dispersion were evaluated, namely, 
the effective mass approximation model and a model that relied on the group velocities of electrons and holes determined 
from band structure calculations. Both models predicted rapid electron-hole pair recombination over short distances (a 
few nanometers) as well as a significant extent of charge separation between electrons and holes that did not recombine 
and reached thermal energy. However, the effective mass approximation model predicted much longer electron 
thermalization distances and times than the group velocity model. Comparison with limited experimental data suggested 
that the group velocity model provided more accurate predictions. Nonetheless, both models indicated that hole 
thermalization is faster than electron thermalization and thus is likely to be an important factor determining the extent of 
third-order nonlinear quenching in high-density regions. The merits of different models of quasi-particle dispersion are 
also discussed. 
 
Keywords thermalization, hot electrons and holes, γ-ray spectroscopy, nonproportionality, scintillators, Monte Carlo 
simulations 
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1. INTRODUCTION 
 
Inorganic scintillators are widely used as radiation detection materials for applications ranging from high-energy physics 
to nuclear detection and surveillance. When used as γ-ray spectrometers, one of the most critical characteristics of 
inorganic scintillators is energy resolution, the ability to differentiate the energy fingerprints of incident γ-rays. One of 
the main sources that degrade the intrinsic energy resolution of inorganic scintillators is light yield nonproportionality. 
All inorganic scintillator materials exhibit some degree of nonproportionality,1 whereby the light yield normalized to the 
incident energy is not constant with incident energy. Although the nonproportionality of inorganic scintillators such as 
NaI and CsI was first measured decades ago,2 the underlying mechanisms of nonproportionality are not fully understood, 
and it is not yet possible to predict the nonproportionality of a given material based on its physicochemical properties. 
 
Since the mid-2000s, there has been a resurgence of interest in nonproportionality1, 3-16 driven in part by the need for 
improved resolution of inorganic scintillators to be employed in nuclear nonproliferation and homeland security 
applications in the United States.17 This renewed focus has led to new and significant insights into the elementary 
processes of nonproportionality. In particular, the importance of the thermalization of energetic electrons created during 
the energy cascade has recently been recognized.18-24 The scintillation process can be thought as consisting of three 
stages. In the first stage, the so-called energy cascade, energy is transferred to the lattice through the formation of 
electron-hole pairs. In the second stage, hot electrons and holes do not have sufficient energy to create further electron-
hole pairs and thermalize to the edges of the band gap through interactions with lattice phonons. In the third and final 
stage, thermalized electron-hole pairs recombine at luminescence centers to emit low-energy photons. 
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Theoretical predictions of the distances traveled by hot electrons during thermalization have highlighted the importance 
of the extent of charge separation in inorganic scintillators.18, 22, 25 As described by Williams and co-workers in their 
scintillator physical “decision tree”,21 electrons and holes persist as free particles during thermalization in materials such 
as CsI and NaI due to their low-energy phonons. The resultant slow cooling rates, in turn, lead to third-order nonlinear 
quenching in regions with high electron-hole pair densities (dominant at low incident γ-ray energies) and extensive 
charge separation in low-density regions (dominant at high incident γ-ray energies). In materials with higher energy 
phonons such as oxides, faster cooling allows for the formation of excitons, which leads to second-order nonlinear 
quenching of varying extent depending on exciton mobility. Therefore, an accurate, quantitative determination of the 
thermalization distances and time scale of thermalization is critical to the development of predictive models of 
nonproportionality. 
 
In previous thermalization calculations,18, 22 electrons have been assumed to move according to the effective mass 
dispersion relation 

,
2
1 2νbmE =  (1) 

which relates the kinetic energy, E, of an electron to its speed, ν, through its effective band mass, mb. The effective mass 
is related to the curvature of the band structure and gives a good description of electrons near the conduction band 
minimum and holes near the valence band maximum, i.e. for particles with kinetic energy on the order of a fraction of 
one electronvolt. However, a majority of the hot electrons generated during the energy cascade have higher energies18, 22 
and are thus found in a variety of energy bands. Therefore, to better model the dynamics of energetic particles, a model 
that relates a particle speed to its energy based on the magnitude of the group velocity is considered in this work. Earlier 
work by Li et al.21 provided the first calculations of hot-electron group velocities in alkali and alkaline-earth iodides and 
put forward the existence of a connection between the magnitude of the group velocity and the range of hot electron 
diffusion.   
 
In addition, previous thermalization calculations18, 22 assumed that all the transferred energy could be assigned to the 
electron following an electron-hole pair creation event, and that holes self-trapped instantaneously on the lattice. In this 
work, this assumption is relaxed and the thermalization of holes is also considered in an effort to provide a quantitative 
estimation of the time scale during which both electrons and holes are present as free particles and to refine previous 
theoretical determination of the extent of charge separation. This publication focuses on CsI for several reasons: it is a 
widely used inorganic scintillator, it is a representative material of the category of scintillators with low-energy phonons, 
and we used CsI as a model system in previous work.8, 18, 22, 26, 27 
 
 

2. COMPUTATIONAL METHODS 
 
2.1 Overall thermalization process 
 
A kinetic Monte Carlo (KMC) computer program was developed and implemented to simulate the thermalization of 
electrons and holes generated following γ-ray irradiation of an alkali halide lattice. The program uses as input the 
ionization tracks (also referred to as electron-hole pair distributions) computed with the Monte Carlo code Northwest 
Electron and Gamma Ray Interaction in Matter (NWEGRIM), as described in previous publications.28-30 The input data 
set consists of the positions, energies, and momenta of electrons and holes at the end of the energy cascade, i.e. at the 
point where the electrons and holes do not have sufficient energy to create further electron-hole pairs. In the 
thermalization program, free electrons and holes can diffuse through the alkali halide lattice while interacting with lattice 
phonons as well as the electric field due to all other free electrons and holes. Particles interact with both longitudinal-
optical (LO) and acoustic (A) phonons leading to four possible particle-phonon interactions per particle, namely LO 
phonon emission, LO phonon absorption, A phonon emission, and A phonon absorption. The methodology employed to 
calculate the scattering rates and angles is described in section 2.3 while the approach used to compute the internal 
electric fields is given in section 2.4. 
 
The Monte Carlo program is executed using the following algorithm. 
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(1) The scattering rate of each particle is determined for each of the four particle-phonon interactions. 
 
(2) One particle-phonon interaction of one particle is selected with a probability proportional to its scattering rate 

,
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1

1

1
∑∑
=

−

= Γ
≤<

Γ

i

j

j
i

j

j x
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where i is the particle-phonon interaction label, τj is the scattering rate of the jth process, x1 is a random number in the 
range 0 < x1 ≤ 1 determined using a random number generator, and Γ is the sum of all scattering rates 

,
4

1
∑
=

=Γ
N

j
jτ  (3) 

where N is the total number of particles. 
 
(3) The selected particle-phonon interaction is executed, i.e. the step length, δ, and the scattering angle, θ, of the selected 
particle are used to determine its new position and the LO or A phonon energy is used to calculate its new energy. The 
model used for determining phonon dispersion is described in section 2.3. The step length is obtained from the scattering 
rates31 

,
ln
4

1

2

∑ =

−
=

j j

x

τ

ν
δ  (4) 

where ν is the particle speed and x2 is a random number in the range 0 < x2 ≤ 1. 
 
(4) The new position and energy of the selected particle are used to evaluate whether it has recombined with a particle of 
the opposite charge or has reached thermal energy. If the energy of the particle has fallen below the thermal energy, it is 
considered as stopped. If either of the following two conditions are met the two particles are considered to have 
recombined: (a) the electrostatic interaction energy between the two particles has greater magnitude than the sum of their 
kinetic energies; or (b) the hole has stopped (i.e., has self-trapped) and the distance between the two particles is less than 
a threshold distance used to represent the finite spatial extent of a self-trapped hole. In CsI, because a self-trapped hole 
takes the form of an I2

- molecular ion, this distance is taken to be half the distance between two I ions of the I2
- molecular 

ion (3.25 Å)32 plus the ionic radius of I- (2.06 Å). 
 
(5) Time is incremented using the following formula: 

,
ln 3
Γ

−
=Δ

x
t  (5) 

where x3 is a random number in the range 0 < x3 ≤ 1. 
 
(6) Every 10-16 s, the positions and kinetic energies of all the particles are modified due to the internal electric fields. A 
test is performed as in (4) to determine the fate of each particle. 
 
Steps (1) to (6) are repeated until all particles have recombined or stopped. 
 
2.2 Models of quasi-particle dispersion 
 
Two models for describing quasi-particle dispersion are investigated in this work. The first model consists in simply 
using the band particle mass calculated from the band structure at the conduction band minimum for the electrons and 
the valence band maximum for the holes, as obtained from electronic structure calculations. This model will be referred 
to as the effective mass approximation (EMA) model hereafter. 
 
In addition, polaron effects are taken into account in the effective mass approximation model using Fröhlich’s theory  

,
6

1
* β

+=
bm

m  (6) 

where m* and mb are the effective and band masses, respectively, and β is given by 
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where e is the elementary charge, ħ is the Planck constant, ε is the vacuum permittivity, ε∞ and ε0 are the optical and 
static dielectric constants of the material, and ωopt. is the frequency of the longitudinal optical phonon. 
 
For the second model, we propose a simple generalization of the effective mass approximation that is sensible for quasi-
particles of arbitrary energy. A wave packet of energy E is assumed to move with speed 
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in the direction of its crystal momentum, k
r

 (limited to the first Brillouin zone of the crystal). This expression reduces to 
the effective mass approximation near the band extrema for systems with isotropic effective mass and includes 
contributions from all possible quasi-particle states of energy E. This model will be referred to as the group velocity (GV) 
model hereafter. Application of these two models to CsI will be presented in the Results section. 
 
2.3 Electron/hole scattering rates and angles from phonons 
 
All the model parameters used in this work to calculate scattering rates are given in Table 1. Table 1 only lists those 
parameters that were taken from experimental data or quantum mechanical calculations (primary parameters). Secondary 
parameters were determined from the primary parameters using the equations presented in this section. 
 
Table 1. Primary model parameters used to calculate scattering rates. 

Parameter Definition Value 
a0 Lattice constant 0.457 nm 
ε∞ Optical dielectric constanta 3.0 
ε0 Static dielectric constanta 5.65 
ħωopt. LO phonon energya 0.01 eV 
C11 Elastic constantb 24.3 GPa 
C12 Elastic constantb 6.4 GPa 
C44 Elastic constantb 6.3 GPa 
σ Integrated cross section at exciton energy 6.76 10-19 m2 
Eexc. Exciton energyc 5.3 eV 

a Reference 33 
b Reference 34 
c Reference 35 
 
The scattering rates of electrons and holes from longitudinal-optical phonons are calculated using the Fröhlich scattering 
formulation, whereby the scattering rate, τ, for interaction between a particle of speed ν and energy E and a LO phonon 
of frequency ωopt. is determined as follows: 
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where )/(1 opt. EA ωh−= , )/(1 opt. EB ωh+=  and nq is the phonon occupation number: 
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where T is the temperature and kB is the Boltzmann constant. 
 
The scattering rates of electrons and holes from acoustic phonons are calculated using the formulation of Sparks et al.36 
 
Phonon creation 
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Phonon annihilation 
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where q is the phonon momentum and the following expression is used for determining the phonon dispersion relation: 
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where kBZ is the equivalent radius of the first Brillouin zone and Cs is the effective speed of sound in the material, which 
was calculated using the elastic theory 
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where Ct and Cl are the transverse and longitudinal sound velocities, respectively, which are calculated by 
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where C11, C12, and C44 are the elastic constants and ρ the density of the primitive unit cell. 
 
Mp, Nc, and f(q) are the mass, number density, and mass correction function of the primitive cell, respectively, S is the 
matrix element for acoustic phonon-particle interaction, and ±)'ˆˆ( kk  is the cosine of the deflection angle of the particle in 
the collision: 
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The quantity f(q), which describes the variation of the mass M from the mass of the primitive cell, Mp, for small q, to the 
mass of the heaviest constituent (MH) for BZkq ≥ , was calculated as proposed by Ashley et al.37 to extrapolate between 
the small q and BZkq ≥  limits described by Sparks et al.36  
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where 
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and  
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where Vp is the volume of the primitive cell. 
 
S is assumed to be independent of the momentum transfer and was determined by Equation 21, as applied to SiO2 by 
Fischetti38 
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σπ mNqS ch
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where σ is the integrated cross section for electron scattering at the exciton energy following Sparks et al.36 and which 
was determined using the electron-ion scattering cross section calculated by the FEFF8 code.39 
 
+
maxq  and −

maxq  are obtained from the conservation laws of energy and momentum: 
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The correction factor ( )22211 αq+  first introduced by Bradford and Woolf,40 in which α is the screening correction 
factor, was added into the integrand of the acoustic phonon-particle scattering rate described by Sparks et al.36 to correct 
for the fact that the calculated scattering rates become unphysical as the particle energy increases beyond the energy of 
the first Brillouin zone. We used the same approach used by Bradford and Woolf to determine the value of α, i.e. by 
requiring that 
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where Z1 = 1 and Z2 is the atomic number of the dominant scattering atom (i.e. the anion for the alkali iodides). 
 
Isotropic angular deflection is assumed for acoustic phonon-particle interactions. The scattering angle for LO phonon-
particle interactions is calculated as follows: 

,)1('2/)'(cos ξξθ CCEEEE +−+=  (24) 

where )'2'/()'2'( EEEEEEEEC −+++= , ξ is a random number in the range 0 < ξ ≤ 1, and E’ is the particle energy 
after phonon interaction: 
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The dispersion of longitudinal optical phonons was ignored and a single characteristic energy was used. The approach of 
Fischetti et al.41 was employed to calculate the energy of the emitted or absorbed acoustic phonon. This approach 
involves inverting the probability function P(q), knowing the energy E of the particle that is creating or annihilating the 
acoustic phonon, using the rejection technique whereby 
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=
qq

qpdqqpdqqP  (26) 

where q is the acoustic phonon wave vector and p(q’) is the content of the integral in Equations 12 and 13. Because plots 
of P(q) as a function of q/qmax are very similar for all values of E (whereby E determines qmax as shown in Equation 22), 
a single representative value of E was used to calculate the values of P(q) over the interval 0 to 1 only once prior to the 

Proc. of SPIE Vol. 9213  92130L-6

Downloaded From: http://spiedigitallibrary.org/ on 09/18/2014 Terms of Use: http://spiedl.org/terms



wI, in= affacT[.
luau rd slRucuün nvldithans

F ararmtrrNW rr,dsi Fit KMß -

 

 

start of the simulation to save computation time. Half the maximum initial kinetic energy of a particle type was used as 
the single representative energy for electrons and holes. 
 
2.4 Internal electric fields 
 
The motion of free electrons and holes under the influence of internal electric fields were calculated using the classical 
equations of dynamics 

[ ] ,* F
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dt
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−=ν  (27) 

where t is time, *
im  and νi are the effective mass and velocity of particle i, and F

iE , the electric field at the position of 
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where Nt is the total number of free particles, qj is the charge of particle j, rij is the distance between particles i and j, and 
ijr̂ is the unit vector pointing at particle i from particle j. Equation 27 is discretized using a time step, Δt, of 10-16 s, as 

determined previously.18 As Equation 28 breaks down for particle-particle distances on the order of the size of the ions, 
electrostatic interactions between like-charged particles were omitted when rij was shorter than the lattice constant. 
 
 

3. RESULTS 
 
3.1 CsI band structure and group velocities of electrons and holes 
 
The band structure of CsI was calculated using plane-wave density functional theory and the computer program 
ABINIT.42 The calculation made use of the local-density approximation (LDA) exchange-correlation potential.43 The 
plane-wave cutoff energy was set to 20 Hartree and a 16 × 16 × 16 k-point mesh was used to determine the band 
structure. Figure 1 shows the computed energy bands in CsI. Also shown in Figure 1 are the results of the effective mass 
approximation based on the curvature of the band structure near minima for electrons and maxima for holes. While the 
band gap is underestimated in this LDA calculation, we expect the band curvatures to be much more accurate. Figure 1 
demonstrates that the agreement between the effective mass approximation and the band structure is good only near the 
conduction band minimum for electrons, which is the Γ-point in the plotted case, and the valence band maximum for 
holes, which occurs at M in CsI. The band masses thus obtained were 0.31 m0 and 2.27 m0 for holes and electrons, 
respectively. The calculated band masses are in good agreement with those calculated by Setyawan et al.10 using the 
generalized gradient approximation of Perdew-Burke-Enzerhof.44, 45 These masses were used to parameterize the 
effective mass approximation model. 
 

Figure 1. Computed band structure and density of states in CsI compared to the effective mass approximation (left) and 
average of the magnitude of the group velocity calculated from the band structure using Equation 8 (right). Also shown are 
the velocities computed from the effective mass approximations and a model applicable to the KMC program. 
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Figure 1 also shows the average velocities of holes and electrons calculated from the band structure using Equation 8 
together with those obtained based on the effective mass approximation and Equation 1. The effective mass 
approximation gives a good description of quasi-particle velocities near the edges of the band gap; however, it 
considerably overestimates the velocities of quasi-particles at higher energies with respect to the computed group 
velocities given by Equation 8. The results of the average of the group velocities were used to parameterize the group 
velocity model. To do so, a simple curve is generated, as shown in Figure 1, whereby the effective mass approximation is 
used for particle energies up to 0.5 and 0.3 eV for electrons and holes, respectively, and energy-independent velocities of 
5.25×105 and 2.5×105 m s-1 are used above these energies for electrons and holes, respectively. Polaron effects 
(Equations 6 and 7) were also included, although only in the energy range for which the effective mass approximation 
was used. Scattering rate equations are written in terms of particle speed; however, an effective mass is still required to 
propagate the electron and hole trajectories under the influence of the internal electric fields (Equation 27). Therefore, in 
the energy range where the electron and hole velocities are energy-independent, Equation 1 is used to determine the 
particle’s effective mass. 
 
3.2. 2-keV incident γ-rays: Comparison of effective mass approximation and group velocity models 
 
For both models, a series of simulations was carried out using the electron-hole pair energy and spatial distributions at 
the end of the energy cascade resulting from a 2-keV incident γ-ray in CsI, as calculated by NWEGRIM. These electron-
hole pair distributions are the same as those used in a previous publication.22 400 simulations with approximately 170 
electron-hole pairs in each distribution were run, for a total of approximately 68000 electron-hole pairs. Because any 
excess energy is assigned to the electron following the creation of an electron-hole pair in the NWEGRIM calculations, 
the valence holes have no kinetic energy in the electron-hole pair distributions used as input for the thermalization 
calculations. However, as illustrated in Figure 1, the valence band in CsI has a finite width of approximately 1.25 eV. 
Therefore, the initial kinetic energies of the holes in the thermalization calculations were varied from 0 to 1.25 eV. The 
kinetic energies of the electrons were scaled accordingly to conserve a constant overall initial kinetic energy.  
 
In the simulations carried out with the first model, effective masses of 0.48 m0 and 5.56 m0 were used for the electrons 
and holes, respectively, based on the band masses obtained above and the polaron effects described by Equations 6 and 7. 
In these simulations, particles with low initial kinetic energies or which are located in high-density regions of the tracks 
are able to recombine whereas those particles that do not recombine eventually reach thermal energy. The former are 
referred to as recombined particles and the latter as stopped particles. Recombination is very rapid and occurs within a 
time period not exceeding a few tenths of a picosecond. The fraction of electron-hole pairs that recombine during this 
period is approximately 0.35-0.40. Distances traveled by electrons and holes before recombination are shown in Figure 2 
for three different initial kinetic energies of the holes (Eh). The distributions are similar for electrons and holes and do 
not vary significantly with Eh. Figure 2 shows that almost all the particles that recombine do so within approximately 5 
nm. 
 

Figure 2. Effective mass approximation model. Distance distributions of recombined electrons (left) and holes (right) 
following irradiation of CsI with 2-keV γ-rays for three different initial kinetic energies of the holes (Eh). 
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Thermalization distances of stopped electrons and holes are shown in Figure 3. The thermalization distance is defined as 
the distance between the final (that is, at the point where the particle reaches thermal energy) and initial position of a 
given particle. As expected, electrons travel longer distances than holes because of their much lower effective mass. The 
thermalization distance distributions of the electrons show a maximum at approximately 50 nm with a very long tail that 
extends up to 3000 nm whereas the distance distributions of the holes peak at approximately 10 nm with a tail that only 
reaches up to 30 nm. The effect of the initial kinetic energy of the holes is only small with a slight shift to longer 
distances of the distance distribution of the holes and a greater proportion of shorter distances exhibited by the distance 
distributions of the electrons. 
 

Figure 3. Effective mass approximation model. Distance distributions of stopped electrons (left) and holes (right) following 
irradiation of CsI with 2-keV γ-rays for three different initial kinetic energies of the holes (Eh). 

 
The thermalization time distributions of stopped electrons and holes are shown in Figure 4. The thermalization time is 
defined as the time required for a given particle to reach thermal energy. The thermalization time distributions show very 
similar shapes to the thermalization distance distributions: the time distributions of the holes peak between 0.6 and 0.8 ps 
and only extend up to 1.5 ps whereas those of the electrons peak at a fraction of a picosecond and can reach up to 15 to 
25 ps depending on Eh. 
 

Figure 4. Effective mass approximation model. Time distributions of stopped electrons (left) and holes (right) following 
irradiation of CsI with 2-keV γ-rays for three different initial kinetic energies of the holes (Eh). 

 
In the second model, the parameterization displayed in Figure 1 and described in section 3.1 was used as input to the 
KMC simulations. As for the effective mass approximation model, recombination occurs within a few tenths of a 
picosecond. Figures 5, 6, and 7 show the distance distributions of recombined particles, and the distance distributions 
and time distributions of stopped particles, respectively. Also shown in these figures, as a reference, are the distributions 
obtained in our previous publication,22 i.e. for an effective electron mass of 1 m0 plus polaron effects over the entire 
particle energy range and for instantaneous self-trapping of the holes on the lattice. 
 
The distance distributions of recombined particles are quantitatively similar to those obtained with the effective mass 
approximation model. This result indicates that the distances traveled by particles before recombination are model 
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independent and are controlled by the initial densities of electron-hole pairs in different regions of the track, as calculated 
by NWEGRIM. The distances traveled by electrons before reaching thermal energy are much shorter than those obtained 
with the effective mass approximation model. The distance distributions peak between 50 and 150 nm and only extend to 
400 to 500 nm. In addition, they are slightly longer than those calculated previously for an effective electron mass of 1 
m0 plus polaron effects. This is due to the lower effective mass at low energies and the fact that a large proportion of the 
electrons have low initial energies. In contrast, the holes thermalize over longer distances with the group velocity model, 
with distance distributions that show a maximum at approximately 20 nm. Nonetheless, there remains a large difference 
between the extent of hole diffusion and electron diffusion, as expected. For both electrons and holes, the effect of Eh on 
the distance distributions is small. In this model, self-trapping of the holes is assumed to occur once the holes have 
reached thermal energy; however, if holes can self-trap before reaching thermal energy, their distance and time 
distributions will likely be reduced as a result. Therefore, the results presented here should be seen as the maximum 
theoretical thermalization distances and times. 
 

Figure 5. Group velocity model. Distance distributions of recombined electrons (left) and holes (right) following irradiation 
of CsI with 2-keV γ-rays for three different initial kinetic energies of the holes (Eh). Also shown are the distance 
distributions obtained in previous work using an electron band mass of 1 m0 with polaron effects. 

 

Figure 6. Group velocity model. Distance distributions of stopped electrons (left) and holes (right) following irradiation of 
CsI with 2-keV γ-rays for three different initial kinetic energies of the holes (Eh). Also shown are the distance distributions 
obtained in previous work using an electron band mass of 1 m0 with polaron effects. 

 
The results obtained with both models are qualitatively similar. Indeed, both models show a significant extent of charge 
separation between electrons and holes in CsI and a timescale for recombination that is fast compared to the length of the 
thermalization period. However, the two models exhibit significant quantitative differences. Specifically, the effective 
mass approximation model predicts much longer electron thermalization distances and times. Because the effective mass 
approximation is known to only be valid near the conduction band minimum and valence band maximum, the group 
velocity model is expected to be superior to the effective mass approximation model. Nonetheless, to provide further 
evidence to justify the use of the group velocity model in future work, a comparison is made with experimental data.  
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Figure 7. Group velocity model. Time distributions of stopped electrons (left) and holes (right) following irradiation of CsI 
with 2-keV γ-rays for three different initial kinetic energies of the holes (Eh). Also shown are the distance distributions 
obtained in previous work using an electron band mass of 1 m0 with polaron effects. 

 
Experimental data on the length and time scales for electron thermalization in alkali halides are extremely rare. One 
recent study that offers a possible link between this work and experiment is the picosecond optical absorption study 
published by Williams and co-workers.23 In that work, a pump-probe technique was used whereby CsI was excited by 
two-photon absorption with excitation energies of 5.9 and 8.86 eV. Given a room-temperature band gap of CsI of 
approximately 5.8-5.9 eV, this results in the formation of free electrons with kinetic energies of approximately 0.1 and 
3.0 eV (assuming all the excess kinetic energy is assigned to the electrons). Time-resolved picosecond spectroscopy of 
the optical absorption induced by the two-photon absorption revealed a delay of 4 ps in the onset of self-trapped exciton 
formation at 3.0 eV relative to 0.1 eV. Therefore, two simulations were performed for each model with electrons with 
initial kinetic energies of 0.1 eV or 3.0 eV and the delay in thermalization time between the two initial energies was 
compared with the value of 4 ps obtained experimentally. Because the experimental results are for ultraviolet excitation, 
an initial random distribution of electron-hole pairs was used together with periodic boundaries conditions. A density of 
1018 electron-hole pairs per cm3 was used as recommended in the work of Williams and co-workers.23 Ten simulations 
with 200 electron-hole pairs each were run in each case and electron-hole pair recombination was turned off to maximize 
statistics and concentrate on the intrinsic thermalization times. The thermalization time distributions thus obtained are 
shown in Figure 8. 
 

Figure 8. Thermalization time distributions of electrons with 
kinetic energies of 0.1 or 3.0 V as obtained with the effective 
mass approximation (EMA) and group velocity (GV) models. 

Figure 9. Fraction of recombined electron-hole pairs as a 
function of initial kinetic energy of the holes (Eh) for incident γ-
ray energies ranging from 2 keV to 20 keV. 

 
At 0.1 eV, both models predict the large majorities of the electrons to reach thermal energy within 0.1 ps. At 3.0 eV, the 
time distribution peaks at approximately 3.4 ps for the group velocity model whereas a broader distribution with a 
maximum at approximately 9 ps is obtained with the effective mass approximation model. These results indicate that the 
group velocity model yields good agreement with the time scale obtained experimentally whereas the effective mass 
approximation model overestimates the electron thermalization time. Therefore, the remainder of this work will focus on 
the group velocity model. 
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3.3. Group velocity model: effect of incident γ-ray energy 
 
The effect of the incident γ-ray energy on the spatial and temporal extent of thermalization were investigated using the 
group velocity model and electron-hole pair distributions calculated using NWEGRIM for 2 (400), 5 (200), 10 (100), and 
20 (5) keV γ-rays, with the number of simulations carried out for each incident energy shown in parentheses. Figure 9 
shows the fraction of recombined electron-hole pairs as a function of initial kinetic energy of the holes for the four γ-ray 
incident energies. As the incident energy increases, the proportion of regions with a high-density of electron-hole pairs 
diminishes, which leads to a smaller extent of electron-hole pair recombination regardless of the initial kinetic energy of 
the holes. For a given incident energy, the fraction of recombined electron-hole pairs initially increases with increasing 
Eh but subsequently decreases as Eh increases further. A low initial kinetic energy allows the holes to diffuse over short 
distances and thus increase their probability of encountering an electron, leading to an increase in the extent of 
recombination. However, because the sum of the electron and hole kinetic energies is compared to their electrostatic 
interaction energy to determine whether a recombination event has taken place (section 2.1), high initial kinetic energies 
of the holes reduce the probability of electron-hole pair recombination. In addition, the probability of electron-hole pair 
recombination is reduced by the greater dilution of the electron-hole pair spatial distributions caused by assigning holes 
high initial kinetic energies. Therefore, both factors lead to a decrease in the fraction of recombined electron-hole pairs 
with increasing initial kinetic energy of the holes. 
 

Figure 10. Group velocity model. Distance distributions of recombined electrons (left) and holes (right) for an initial kinetic 
energy of the holes of 0.75 eV and following irradiation of CsI with γ-rays of energies ranging from 2 keV to 20 keV.  

 
For a given initial kinetic energy of the holes (0.75 eV for example), the distance distributions of recombined electrons 
and holes is not affected by the incident γ-ray energy (Figure 10) because recombination primarily takes place in high-
density regions and only the proportion of these regions changes with incident energy. Similarly, the distance 
distributions and time distributions of stopped electrons and holes are also little affected by the incident γ-ray energy 
(Figures 11 and 12). 
 

Figure 11. Group velocity model. Distance distributions of stopped electrons (left) and holes (right) for an initial kinetic 
energy of the holes of 0.75 eV and following irradiation of CsI with γ-rays of energies ranging from 2 keV to 20 keV.  
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Figure 12. Group velocity model. Time distributions of stopped electrons (left) and holes (right) for an initial kinetic energy 
of the holes of 0.75 eV and following irradiation of CsI with γ-rays of energies ranging from 2 keV to 20 keV.  

 
 

4. DISCUSSION 
 
The KMC method used to treat thermalization here is semi-classical: the simulation is accomplished by evolving the 
classical state of a collection of particles (i.e. the positions and momenta of the particles) forward in time with an 
effective time evolution operator based on quantum mechanical theories. The use of a classical description has many 
advantages compared to fully quantum approaches based on wave functions or Green’s functions. These include greatly 
reduced computational and storage requirements that enable simulations that are large in space and time. Additionally, 
the simulation results can be straightforwardly interpreted in familiar, classical terms. However, to realize such a semi-
classical scheme, a correspondence must be made between the microscopic, quantum processes and the points of the 
classical phase space of a single particle so that the microscopic processes can be applied to the classically described 
particles in the simulation. There is inherent ambiguity here that arises because the classical description of a particle is 
not compatible with a quantum (wave-mechanical) theory (e.g. interpreting the phase space point corresponding to 
velocity v

r
 and position rv  as a simultaneous eigenstate of velocity and position operators violates the uncertainty 

principle). 
 
Here we focus on the free evolution of particles of a fixed energy E in a crystalline material. A quasi-particle theory of 
free-particle dynamics in the host material can be obtained from band structure calculations. The band structure )(kEn

r
 

is sufficient to predict the time evolution of a given quasi-particle excitation (i.e. a wavefunction describing the state at 
some initial time expanded in the basis of Bloch waves) via the Schrödinger equation. Excitations consisting of a single 
Bloch state are not useful for investigating inhomogeneous situations since such excitations extend throughout the crystal 
and have a time independent density. Hence localized excitations must be constructed as superpositions of the Bloch 
states. Ehrenfest’s theorem implies that a Gaussian wave packet composed of states from the same band n centered at a 
given crystal momentum k

r
 will evolve into another Gaussian wave packet, the center of which has moved as a particle 

whose velocity is given by  

)(kE
kd

d
nn
r

r
r

=ν . (29) 

Therefore, if an ensemble of systems were prepared with the same wave packet (centered at the origin at time 0), the 
average of position measurements performed a short time τ later would be  

)(kE
kd

d
n
r

rτ . (30) 

Hence, Equation 29 has been extensively employed in transport models to treat the free propagation of quasi-particles. 
The EMA model results from assuming such Bloch dynamics in a band structure consisting of one parabolic band with 
energy 
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Above, we introduced the GV model (Equation 8) as an extension to the EMA model for the free propagation of quasi-
particles in a material that includes more detailed band structure effects but does not require an explicit description of the 
(quasi)particle’s wavefunction. The GV model is simply an average of the speeds given by Equation 29 over all states 
with the same energy. It contains information about deviations of the conduction band eigenvalues from parabolic 
dispersion as well as from other bands (which are neglected entirely in the EMA model). As can be seen from Figure 1, 
the EMA and GV models agree well for electrons within about 0.5 eV of the conduction band minimum. The reason for 
this agreement is that, in this energy range, the only states available are the conduction band states derived from the Cs 
6s states, and their energies are approximated well by Equation 31. Above this energy, other bands become accessible to 
electrons. The bottoms of the new bands (where the gradient vanishes) contribute first as energy is increased, leading to a 
sharp drop in the average group velocity compared to the EMA model. The flatter bands of the computed band structure 
compared to the parabolic fit at the conduction band minimum lead to significantly smaller average group velocities for 
electrons in CsI at all higher energies, too. This is a general feature that can be expected in a wide range of materials. 
 
Insight into the differences between the EMA and GV models can be found by noting that, when projected into the first 
Brillouin zone, the free-particle band structure (Equation 31 of the EMA model) has sharp kinks at the Brillouin zone 
boundary where the bands are folded back. In contrast, the actual band structure of CsI must have the periodicity of the 
reciprocal lattice. This means that the bands must “bend over” to avoid slope discontinuities at the Brillouin zone 
boundaries. It follows that any quasi-particle band structure of a crystal will have states (at high-symmetry points) where 
the gradient of the band structure (and hence the group velocity) vanishes for every band; the EMA model has only one 
zero-velocity point at 0

rr
=k . These states have arbitrarily high energy, but Bloch dynamics predict that they do not 

move as time evolves.  
 
However, if instead of averaging the vector positions of the time-evolved ensembles first and then computing the 
distance traveled as the magnitude of the difference between the average initial position and average final position to find 
the speed of quasi-particle propagation, one were to compute the distance traveled for each system in the ensemble first 
and then take the ensemble average, different (larger) results would be obtained, i.e. 

( ) ( )ττ rr ≤ . (32) 
This is because the vector positions can interfere destructively while the (non-negative) distances always add 
constructively in the ensemble average. Bloch dynamics capture the drift of the wave-packet (the motion associated with 
the group velocity) but neglect the diffusive effects of the spreading of the wave-packet. The latter become more 
important as the extent of the original wave-packet is decreased (i.e. the particle is more localized) and also when the 
group velocity has a small magnitude because the band structure is locally shallow. Hence, if one wants to know how far 
a particle has traveled in a given time, Bloch dynamics give a lower bound for wave packets moving in a prescribed band, 
becoming exact as the size of the initial wave packets grows. When the EMA model is employed for free-particle 
transport, there are two kinds of errors made: diffusive motion is ignored (the particle moves with its group velocity only) 
and the group velocity is overestimated. These two errors typically have opposite signs, so they may partially cancel. The 
GV model is clearly an improvement over the EMA model for the Bloch dynamics of high energy quasi-particles. 
 
There are other plausible ways to estimate the velocity with which a particle moves through a material than the ones 
presented above. We have investigated other such prescriptions. An interesting one is the expected value of the velocity, 
i.e. the magnitude of the physical momentum divided by the particle mass. This prescription gives much larger values for 
the velocity than the gradient of the band structure presented above and has the obvious defect that it does not vanish for 
any particle in the material. In fact, it is quite large for bound electrons, which should not contribute to the transport. 
However, it does approach the free particle result much more quickly than the band structure gradient at high electron 
energy and becomes comparable to the effective mass approximation for energies near the cut-off energy below which 
an electron cannot excite additional electronic excitations. 
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5. CONCLUSIONS 
 
KMC calculations were carried out to simulate the thermalization of hot electrons and holes in CsI following irradiation 
with γ-rays of energies ranging between 2 keV and 20 keV. The calculations employed a semi-classical particle-phonon 
interaction model based on Fröhlich scattering for interaction with longitudinal optical phonons and the formulation of 
Sparks et al.36 for interactions with acoustic phonons. In addition, two models of quasi-particle dispersion were 
considered: the effective mass approximation model and a group velocity model used to account for the presence of 
multiple energy bands for particle energies greater than a fraction of one electronvolt. 
 
The two models offer qualitatively similar results. For example, electron-hole pair recombination is predicted by both 
models to be fast (a few tens of a picosecond) and to take place over a limited spatial range (a few nanometers). 
Importantly, both models predict thermalization to lead to a considerable extent of charge separation in CsI. However, 
quantitative predictions of the spatial and temporal scales required for particles to reach thermal energy differ 
significantly for the two models. Comparison of the results obtained with the two models for the thermalization of 
electrons with initial kinetic energies of 0.1 eV and 3.0 eV with the picosecond optical absorption data of Ucer et al.23 
indicated that the group velocity model yielded more accurate predictions. 
 
Finally, as discussed in the Introduction section, the time during which electrons and holes persist as free particles 
directly affects the extent of third-order nonlinear quenching, which, in turn, plays a critical role in determining the 
magnitude of the deviation from proportional response of a given inorganic scintillator. Both models employed in this 
work indicate that hole thermalization is faster than electron thermalization, thus suggesting that the time scale for hole 
thermalization might constitute a controlling factor for the rate and magnitude of third-order nonlinear quenching. Future 
studies will extend the predictions made in this work to other common and emerging scintillators (e.g. NaI, YAP, and 
SrI2). 
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Motivation & Objective 

• Why some scintillator materials offer better 
performance than others? (e.g. nonproportionality) 

• What are the fundamental performance limits of 
a given scintillator material? 

• Fundamental physical processes that control 
scintillator performance are not well understood. 

• Need for developing comprehensive scintillator 
physics models/computer codes. 

Thereby providing a theoretical basis to: 

• Improve the performance of current scintillators 

• Accelerate the candidate search for new scintillator materials 

Motivation 

Objective 

Develop predictive models to understand radiation response 

S. Payne – SPIE meeting 2011 



Overview of Approach 

Capability 
developments 

Apply & validate model 
--- 

Derive parameters 

Model predictions 
--- 

In silico experiments 

• Electronic ReSPonse (ERSP) 
Low-energy cross sections and plasmon decay spectra 

• NorthWest Electron & Gamma-Ray Interaction with Matter (NWEGRIM) 
Energy cascade → generation of electron-hole pairs 

• Deformable Density (DefDen) model 
Electron/hole-phonon interactions 

• Kinetic Monte Carlo (KMC) code 
Carrier thermalization, transport, recombination, and luminescence 

Capability developments 

• Wide range of scintillators (alkali/alkaline-earth/lanthanum halides, oxides, elpasolites) 

• Light yields, decay kinetics, nonproportionality, pulse shape discrimination 
• Establish rules that dictate scintillator performance (self-consistent analysis) 

• Material engineering (co-doping, defect manipulation) 

Model applications and predictions 
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Ab initio calculations of electronic excitations 
Methods 

Sum over possible excitations in the material to determine 
Polarizability, 
Rate of creation of excitations. 

Used to find 
Interaction cross sections, power loss, and 
mean free path of low-energy electrons 

Fit low-energy cross section of NWEGRIM 

Spectra of particles created by electron 
Provide spectrum of secondary particles from plasmon  
decay for NWEGRIM 

q, ω 

Example: BaF2 

secondary particle 

L.W. Campbell 

Electron cross sections Plasmon spectrum 

primary particle 

Coulomb 
interaction 

Low-energy behavior 
is critical to capturing 
fluctuations near the 

track end 



Ab initio calculations of electronic excitations 

All experimental electron energy loss function peaks reproduced (albeit shifted by ~2-4 eV) 

Energy loss (eV) 

Experiment Theory 

CsI 1.74 1.64 

NaI 1.73 1.69 

L.W. Campbell 

Index of refraction 𝑛𝑛∞  Optical band gap (eV) 

Experiment Theory 

CsI 6.0 - 6.4 5.5 

NaI 5.75 – 5.9 6.07 

CsI NaI 

Campbell and Gao J. Lumin. 137, 121 (2013) 



Electronic losses of heavy particles 
L.W. Campbell 

Significant interest in materials 
that scintillate under neutron 
radiation 

Fast neutrons detected by 
nuclear recoil from collisions 
with neutrons (esp. protons) 

Slow neutrons detected by 
absorption interactions 

n + 6Li → α + T 

n + 10B → α + 7Li 

 
Need to be able to predict scintillation behavior of energetic nuclei  

Preliminary code completed for heavy ion response in ERSP 
Predict interaction rates and power loss 

First step towards simulating dual detectors (e.g. elpasolites) 
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NW Electron & Gamma-Ray Interactions in Matter (NWEGRIM) 

D. Wu, Y. Xie, F. Gao 

• Low cutoff energy (~Eg) → explicit account of all ionization events 
• Average energy per electron-hole pair is predicted not an input parameter 
• Multiple elastic scattering theory 
• Database of various electron cross sections 
• Incorporate ab initio data model predictions 

Features 

• Spatial distribution of e-h pairs – track structures 
• W vs. particle E, max. theo. LY, and Fano factor 
• Energy loss channels and stopping power 

Properties 

• Alkali and alkaline-earth halides (NaI, CsI, BaF2, CaF2, SrI2) 
• Lanthanum halide series (LaF3, LaCl3, LaBr3, LaI3) 
• Oxides (YAG, YAP) 
• Elpasolites (CLLC, CLLC, CLYB, CLYC) 

Scintillator materials 

Mean energy per e-h pair 

LaCl3 



Examples of γ-ray ionization tracks 

LaF3 

LaI3 

10 keV incident γ-ray 

Nano-scale fluctuations in e-h pair density along the track are key to nonproportionality 

77 nm 

γ ray 

γ ray 

362 nm 

286 nm 354 nm 

LaBr3 

LaCl3 

γ ray 

γ ray 

Photon 
Electron (Interband) 
Electron (Plasmon) 
Electron (Ionization) 
Electron (Relaxation) 

Hole 



Maximum theoretical light yields 

• the potential brightness of a candidate scintillator 
• the potential for improvement of current scintillators 
• the upper limit for absolute light yields 

D. Wu, Y. Xie, F. Gao 

NWEGRIM can be used for rapid evaluation of: 



Intrinsic properties 

D. Wu, Y. Xie, F. Gao 

Property CaF2 BaF2 CsI NaI LaBr3 SrI2 

W (eV) 21.4 19.1 12.0 10.9 9.5 9.2 

β 1.8 1.7 2.0 1.9 1.7 1.7 

Interband 63.1% 63.7% 65.2% 60.2% 72.1% 72.2% 

Plasmon 31.6% 29.3% 18.2% 29.1% 21.9% 19.2% 

Ionization 4.4% 4.1% 11.1% 6.4% 3.2% 4.3% 

Fano factor 0.23 0.19 0.30 0.28 0.21 0.23 

Track 
structure Clustered Clustered Slightly 

clustered 
Slightly 

clustered Linear Linear 

• Small number of energy loss channels (ideally, only interband transitions) 
• Linear track structure that decreases nonlinear quenching at low energies 
• Correlation between loss channels and Fano factor 

Gao et al. J. Appl. Phys. 114, 173512 (2013) 
Gao et al. NIM A 652, 564 (2011) 



Lanthanum halide and elpasolite series 
Lanthanum halide series 

Material Band gap 
energy (eV) 

Max. theo. LY 
(ph/MeV) β Fano factor 

LaF3 6.6 96,899 2.6 0.37 

LaCl3 7.0 93,545 1.5 0.25 

LaBr3 5.6 105,263 1.7 0.22 

LaI3 3.3 173,913 1.7 0.52 

• On-going ab initio calculations to search for suitable activators for LaI3 (e.g. Pr, Nd, Eu, etc) 

Elpasolite series – dual gamma/neutron detectors 

Material Band gap 
energy (eV) 

Max. theo. LY 
(ph/MeV) β Fano factor 

Cs2LiLaBr6 6.0 103,093 1.6 0.35 

Cs2LiLaCl6 8.0 67,431 1.8 0.24 

Cs2LiYBr6 5.7 105,374 1.7 0.32 

Cs2LiYCl6 7.5 69,686 1.9 0.27 

• NWEGRIM for neutron response + KMC nonlinear quenching → Pulse shape discrimination 



Electron thermalization 

Z. Wang, S. Kerisit 

20 keV γ-ray 

A Monte Carlo model of electron thermalization was developed and implemented: 
• Uses as input spatial and kinetic energy distributions of e-h pairs from NWEGRIM 
• Scattering with longitudinal optical (Frӧlich) and acoustic (deformable pot.) phonons 
• Includes the effects of internal electric fields 
• Applied to alkali/alkaline-earth halides (CsI, NaI, CaF2, BaF2) 

Key findings and impact 

• Quantified time (ps) and length (10’s to 100’s nm) scales of thermalization 
• Slow electron cooling significantly affects density in the track 
• Allowed development of improved conceptual models 

e.g. Scintillator “Decision Tree” (WFU) Li et al. PSS RRL 6, 346 (2012) 

Wang et al. J. Appl. Phys. 110, 064903 (2011) 
Wang et al. J. Appl. Phys. 112, 014906 (2012) 



Ab initio calculations of vibrational excitations 

• Accurate treatment of  thermalization is 
necessary for quantitative prediction of  scintillator 
performance. 

• Existing approaches to electron-phonon 
interaction are insufficient for electron cascades 
which contain very hot carriers. 

• Direct ab initio methods: no empirical inputs or 
model interaction Hamiltonians (e.g. deformation 
potential, Frölich model, etc). 

Plane-wave 
DFT  

(DFPT) 
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Model 

MC 
thermal- 
ization 

M.P. Prange 



“Golden Rule” for energy loss rate 

energy 
loss rate 

particle 
velocity 
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structure 

scattering 
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M.P. Prange 



Energy loss rates in CsI 

Frölich 
scattering 

M.P. Prange 

Non-polar 
scattering 

Effect of temperature 

Comparison with 
phenom. model 



Kinetic Monte Carlo (KMC) model of scintillation processes 

D. Wu, S. Kerisit 

Tl+ 
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• Atomic-level simulation of the kinetics and 
efficiency of scintillation processes 
 
 

• A wide range of mechanisms can be simulated 
Pre-exponential factor, A, and activation energy, W, 
needed to parameterize each process. 

k = A × exp(-W/kBT) 

• KMC simulations allow for explicit representation of 
inherent heterogeneous nature of ionization tracks 

 
 

• Nonlinear quenching (in collaboration with WFU) 
Use data measured under simpler conditions than a γ-
ray track to isolate specific properties 
Z-scan/photon response data for UV-excited NaI(Tl) and 
CsI(Tl) (5.9 eV) obtained by Williams and Grim at WFU 
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Ab initio calculations of information carriers 

• Calculations predict STEs and STHs are equally 
mobile in NaI. 
• Calculated energy barriers used to describe 
STE/STH diffusion in NaI. 
• Results are in good agreement with those obtained 
by our collaborators at LLNL. 

Prange et al. Phys. Rev. B 87, 115101 (2013) 

180° 
60° 

STHs/STEs in NaI 



Scintillation efficiency 
CsI:0.3 mol% Tl – 5.9 eV excitation NaI:0.1 mol% Tl – 5.9 eV excitation 

Exp. data from Grim et al. Phys. Rev. B 87, 125117 (2013) 

Rdd=2.9 nm Rdd=3.7 nm 

Electron-hole pair populations Electron-hole pair populations 

Kerisit et al. IEEE Trans. Nucl. Sci. (2014) in press Wang et al. Phys. Status Solidi B 250, 1532  (2013) 

3.67×1020 STEs/cm3 3.1×1020 STEs/cm3 
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Scintillation kinetics 
CsI:0.3 mol% Tl – 5.9 eV excitation 

Exp. data: Valentine NIM A 1993 

CsI:0.1 mol% Tl – 511 keV γ-rays 

Exp. data from Williams et al. PSSB 248, 426 (2011) Exp. data from Valentine et al. NIM A 325, 147 (1993) 

Pure CsI – 5.9 eV excitation 



Summary & Outlook 

• ERSP: ab initio electron cross sections 

• NWEGRIM: γ-ray and electron energy cascades 

• DefDen: ab initio electron-phonon scattering in model system 

• KMC: kinetics and efficiency including 2nd-order quenching 

• Merge thermalization and KMC code  

Remainder of FY14 and FY15 

• ERSP: extend and complete heavy particle work 

• NWEGRIM: extend to other particles → pulse shape discrimination 

• DefDen: extend to SrI2 and other scintillator materials 

• KMC: complete 3rd-order quenching work + apply to tracks → nonproportionality 

Where we are 
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Motivation & Objective 

• Why some scintillator materials offer better 
performance than others? (e.g. nonproportionality) 

• What are the fundamental performance limits of 
a given scintillator material? 

• Fundamental physical processes that control 
scintillator performance are not well understood. 

• Need for developing comprehensive scintillator 
physics models/computer codes. 

Thereby providing a theoretical basis to: 

• Improve the performance of current scintillators 

• Accelerate the candidate search for new scintillator materials 

Motivation 

Objective 

Develop predictive models to understand radiation response 

S. Payne – SPIE meeting 2011 



Overview of Approach 

Capability 
developments 

Apply & validate model 
--- 

Derive parameters 

Model predictions 
--- 

In silico experiments 

• Electronic ReSPonse (ERSP) 
Low-energy cross sections and plasmon decay spectra 

• NorthWest Electron & Gamma-Ray Interaction with Matter (NWEGRIM) 
Energy cascade → generation of electron-hole pairs 

• Deformable Density (DefDen) model 
Electron/hole-phonon interactions 

• Kinetic Monte Carlo (KMC) code 
Carrier thermalization, transport, recombination, and luminescence 

Capability developments 

• Wide range of scintillators (alkali/alkaline-earth/lanthanum halides, oxides, elpasolites) 

• Light yields, decay kinetics, nonproportionality, pulse shape discrimination 
• Establish rules that dictate scintillator performance (self-consistent analysis) 

• Material engineering (co-doping, defect manipulation) 

Model applications and predictions 
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Thermalization: approach 

NWEGRIM 

Move one particle 
from interaction 
with phonons 

All particle move 
under internal 
electric fields 

Test for 
termination 

Test for capture 
/recombination Particle-

phonon 
scattering 

rates 

KMC 

“Basic” 
properties 

Spatial distributions 
Kinetic energies kT<E<Eg 

E<kT 

Test for capture 
/recombination 

Spatial distributions 
Recombination/capture 

If ∆t>10-16 s 

MC-THERMA. 



Particle-phonon interactions 

1J. Llacer and E.L. Garwin  (1969) J. Appl. Phys. 40 2766 
2M. Sparks et al. (1981) Phys. Rev. B 24 3519 
3J.N. Bradford and S. Woolf (1991) J. Appl. Phys. 70 490 

Scattering rates and angles for emission and absorption of LO phonons are calculated using 
the formulation of Llacer and Garwin1. 
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where ε is the vacuum permittivity, e is the elementary charge, ν is the particle speed, ħ is the Planck 
constant, ωopt is the LO phonon angular frequency, E is the particle kinetic energy, nq is the phonon 
occupation number, ε∞ and ε0 are the optical and static dielectric constants. 

Particle-LO phonon scattering rate 

Scattering rates and angles for emission and absorption of acoustic phonons are calculated 
using the formulation of Sparks et al.2 together with the correction of Bradford and Woolf3. 

Particle-A phonon scattering rate 

Primary parameters 

Lattice parameter, dielectric constants, elastic constants 
LO characteristic phonon energy, elastic scattering cross section 



Internal electric fields 

As particles thermalize via interaction with lattice phonons, they are also influenced 
by the electric field due to all the other electrons and holes generated during the 
energy cascade. 
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The particle trajectories were calculated using the classical equations of dynamics: 

where m* is the particle effective mass, νi the velocity of particle i, and Ei, the electric field at 
the position of particle i, is defined as: 

where N is the number of electrons and holes, ε0 the material’s dielectric constant, qj the 
charge of particle j, rij the distance between particles i and j, and    the unit vector.  

(1) 

(2) 

Equation (1) needs to be discretized using a time step Δt. 

ijr̂



Models of quasi-particle dispersion 
Two models for describing quasi-particle dispersion are investigated: 

(1) Effective mass approximation (EMA) model 
Uses band particle mass calculated from band structure 
Polaron effects are taken into account using Fröhlich’s theory 

(2) Group velocity (GV) model 
A wave packet of energy E is assumed to move with speed 
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Models of quasi-particle dispersion 
CsI band structure and density of states 

Local-density approximation exchange-correlation potential 
Band masses are 0.31 m0 and 2.27 m0 for holes and electrons, respectively. 



Models of quasi-particle dispersion 
CsI average of the magnitude of the group velocity 

Effective mass approximation gives a good description near edges of the band gap. 
But it overestimates speeds at higher energies with respect to group velocities. 



Models of quasi-particle dispersion 

Thermalization time distributions 

Evaluation of quasi-particle dispersion models 

Picosecond optical absorption study of Williams and co-workers 
Pump-probe technique used to excite CsI by two-photon absorption: 5.9 and 8.86 eV 
CsI band gap energy = 5.8-5.9 eV → free electrons with KE of 0.1 and 3.0 eV 
Time-resolved picosecond spectroscopy of optical absorption: 
4 ps delay in onset of self-trapped exciton formation at 3.0 eV vs. 0.1 eV 

Two simulations performed for each model 
with initial KE of 0.1 and 3.0 eV 
1018 electron-hole pairs per cm3 

GV model: 3.4 ps delay 
EMA model: ~9 ps delay 

GV model yields better agreement 



Thermalization distances 
Recombined particles: 2 keV incident γ-ray  

Stopped particles: 2 keV incident γ-ray  

Electrons Holes 

Electrons Holes 



Thermalization times 
Stopped particles: 2 keV incident γ-ray  

Stopped particles: Eh=0.75 eV 

Electrons Holes 

Electrons Holes 



Electron-hole pair recombination 

Increasing hole energy… 
…increasing probability to encounter electron 
…increasing dilution of e-h pair track 
…variable extent of recombination 

Increasing incident energy… 
…decreasing proportion of high-density regions 
…decreasing extent of recombination 



Summary I 

• Group velocity model yields better agreement with exp. data than effective mass 
approximation 

• Electron-hole pair recombination is fast and can be extensive 

• Electron-hole pair recombination is dependent on incident energy and initial hole 
energies 

• Thermalization leads to considerable charge separation 

• Hole thermalization is faster than electron thermalization → implications for 
nonlinear quenching 



Kinetic Monte Carlo (KMC) model of scintillation processes 
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• Atomic-level simulation of the kinetics and 
efficiency of scintillation processes 
 
 

• A wide range of mechanisms can be simulated 
Pre-exponential factor, A, and activation energy, W, 
needed to parameterize each process. 

k = A × exp(-W/kBT) 

• KMC simulations allow for explicit representation of 
inherent heterogeneous nature of ionization tracks 

 
 

• Nonlinear quenching (in collaboration with WFU) 
Use data measured under simpler conditions than a γ-
ray track to isolate specific properties 
Z-scan/photon response data for UV-excited NaI(Tl) and 
CsI(Tl) (5.9 eV) obtained by Williams and Grim at WFU 



Model parameters 

STH/STE diffusion Energy barriers from DFT calculations – Prange PRB 2013 

STE radiative decay 

STE non-radiative decay 

STE effective decay (UV) 

(Tl+)* radiative decay 
Electron thermal release 

STE dissociation (UV) 

Förster transfer 

Decay rate of pure NaI at 5 K – Nagata JL 1991 

Kinetics of scintillation of Tl-doped NaI vs. temperature – ‘superfast’ 
component –  Moszyński NIM A 2006 

Kinetics of scintillation in pure NaI – Williams PSSb 2011 

Kinetics of scintillation of Tl-doped NaI vs. temperature – ‘slow’ 
and ‘fast’ components – Moszyński NIM A 2006 

Time-resolved optical absorption data – Williams IEEE TNS 2010 

Free parameter to reproduce data on light yield vs. excitation density 
– Grim PRB 2013 

From first-principles calculations… 

From experiment… 



Scintillation kinetics vs. temperature 
Exp. data: Moszyński NIM A 2006 NaI:0.1 mol% Tl – 662 keV γ-rays 

Contributions of different processes in KMC 
simulations help identify underlying mechanisms 



Scintillation kinetics vs. Tl concentration 
Tl-doped NaI – 662 keV γ-rays Exp. data: Kubota JPSJ 1998 

KMC model also allows for simulating kinetics 
and efficiency of scintillation at high incident γ-
ray energy as a function of Tl concentration. 

• Increase the proportion of ‘stopped’ electrons 
leads to decrease in yield with decreasing Tl 
concentration. 



KMC modeling of z-scan experiments 

Simulation setup 

NaI lattice 

Tl activator 

hν=5.9 eV 

STE 

N0 

•Typical simulation cell: 32×32×256/512 = ~10-15×10-15×120-170 nm3 

• PBC in x and y directions 
• N0 calculated from on-axis laser fluence, absorption coefficient, excitation 
energy, and position of beam waist used in the z-scan experiments 



Dissociation 

Self-trapped hole (STH) 

Self-trapped Exciton (STE) 

STE-STE annihilation 

Thallium luminescence 
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Scintillation efficiency vs. excitation density 
NaI:0.1 mol% Tl – 5.9 eV excitation 

Rdd value = 2.91 nm 
Grim et al. (analytical) = 2.9 nm 

• Small differences in light yield likely due to the assumption of flat transverse profile 
• Simulations allow for determining time evolution of relevant species (STE,STH, Tl0, (Tl+)*,…). 

Exp. data: Grim PRB 2013 

Time evolution of species populations 



Summary II 

• Kinetic Monte Carlo model was developed to simulate the scintillation response of 
NaI(Tl) as a function of temperature, Tl concentration, and excitation density 

• New KMC parameter: Förster transfer radius for describing interactions between 
excitations. Yields good agreement with photon response data (WFU) 

• Will enable improved simulations of nonproportionality once combined with realistic 
ionization track structures calculated by NWEGRIM 

Kerisit et al. IEEE TNS 61 860-869 (2014) 



DNN R&D Visit 
August 26th 2014 

Sebastien Kerisit, Yulong Xie, Luke W. Campbell, Micah P. 
Prange, and Dangxin Wu 
Pacific Northwest National Laboratory 
 

Fei Gao 
University of Michigan 
 
 

Science-Driven Candidate Search for 
New Scintillator Materials 

This project is funded by the National Nuclear Security Administration, Office 
of Defense Nuclear Nonproliferation, Office of Nonproliferation and Validation 
Research & Development (DNN R&D/NA-22), U.S. Department of Energy.  
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• Progress to date and on-going activities 

• Impact 
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• Vision for future 



Motivation & Objective 

• Why some scintillator materials offer better 
performance than others? (e.g. nonproportionality) 

• What are the fundamental performance limits of 
a given scintillator material? 

• Fundamental physical processes that control 
scintillator performance are not well understood. 

• Need for developing comprehensive scintillator 
physics models/computer codes. 

Thereby providing a theoretical basis to: 

• Improve the performance of current scintillators 

• Accelerate the candidate search for new scintillator materials 

Motivation 

Objective 

Develop predictive models to understand radiation response 

S. Payne – SPIE meeting 2011 



Overview of Approach 

Capability 
developments 

Apply & validate model 
--- 

Derive parameters 

Model predictions 
--- 

In silico experiments 

• Electronic ReSPonse (ERSP) 
Low-energy cross sections and plasmon decay spectra 

• NorthWest Electron & Gamma-Ray Interaction with Matter (NWEGRIM) 
Energy cascade → generation of electron-hole pairs 

• Deformable Density (DefDen) model 
Electron/hole-phonon interactions 

• Kinetic Monte Carlo (KMC) code 
Carrier thermalization, transport, recombination, and luminescence 

Capability developments 

• Wide range of scintillators (alkali/alkaline-earth/lanthanum halides, oxides, elpasolites) 

• Light yields, decay kinetics, nonproportionality, pulse shape discrimination 
• Establish rules that dictate scintillator performance (self-consistent analysis) 

• Material engineering (co-doping, defect manipulation) 

Model applications and predictions 



Scientific team 
Integrated project team with a wide range of fields of expertise… 

• Sebastien Kerisit 
Computational solid-state chemistry 
KMC developer, scintillation mechanisms 

• Fei Gao (now at University of Michigan) 
Computational materials science 
NWEGRIM developer, radiation interaction/damage modeling 

• Yulong Xie 
Statistical analysis, data mining and optimization 
NWEGRIM developer, data manipulation 

• Luke W. Campbell 
Computational solid-state physics 
ERSP developer, theory of electronic excitations 

• Micah P. Prange – postdoctoral associate (10-2011) 
Computational solid-state physics 
DefDen developer, theory of vibrational excitations 

• Dangxin Wu – postdoctoral associate (05-2013) 
Computational materials science 
Electronic structure and Monte Carlo simulations 
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Project structure 
• Task 1: Ab initio calculations of electronic properties, electronic response 

functions and secondary particle spectra 
Luke W. Campbell and Micah P. Prange + collaboration with LLNL 
Provide ab initio-based inputs to Monte Carlo models of energy cascade, thermalization, and 
scintillation processes. ERSP code will provide cross sections and secondary spectra of electrons and 
holes in low-energy region. Ab initio calculations of information carrier transport will inform kinetic Monte 
Carlo models of scintillation. 

• Task 2: Intrinsic response properties, theoretical light yield, and microscopic 
description of ionization tracks 

Fei Gao, Yulong Xie, and Dangxin Wu 
Develop and extend NWEGRIM and its algorithms to simulate complete series of scintillator materials 
and evaluate their intrinsic properties, stopping power and its fluctuations, maximum theoretical light 
yields and track structures. 

• Task 3: Kinetics and efficiency of scintillation: nonlinearity, intrinsic energy 
resolution, and pulse shape discrimination 

Sebastien Kerisit and Dangxin Wu + collaboration with WFU 
Develop and extend kinetic Monte Carlo models of thermalization and scintillation mechanisms with the 
specific aims to evaluate the rates of thermalization, quantify the kinetics and efficiency of scintillation, 
and model nonproportionality and pulse shape discrimination. 



Task 1 

• Sum over possible excitations in the material to determine 
 Polarizability 
 Rate of creation of excitations 

• Interaction cross sections, power loss, and 
mean free path of low-energy electrons 
 Fit low-energy cross section of NWEGRIM 

• Spectra of particles created by electron 
 Provide spectrum of secondary particles from plasmon  

decay for NWEGRIM 

q, ω 

Example: BaF2 

secondary particle 

Electron cross sections Plasmon spectrum 

primary particle 

Coulomb 
interaction 

Low-energy behavior 
is critical to capturing 
fluctuations near the 

track end 

Electronic response functions – ab initio data model 



Task 1 

• Significant interest in materials 
that scintillate under neutron 
radiation 

• Fast neutrons detected by 
nuclear recoil from collisions 
with neutrons (esp. protons) 

• Slow neutrons detected by 
absorption interactions 

 n + 6Li → α + T 

 n + 10B → α + 7Li 

 • Need to be able to predict scintillation behavior of energetic nuclei  

• Preliminary code completed for heavy ion response in ERSP 
 Predict interaction rates and power loss 

• First step towards simulating dual detectors (e.g. CLYC - elpasolites) 
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Electronic losses of heavy particles 



Task 1 

•  Calculations predict STEs and STHs are equally 
mobile in NaI. 

•  Calculated energy barriers used to describe 
STE/STH diffusion in NaI. 

•  Results are in good agreement with those obtained 
by our collaborators at LLNL. 

180° 
60° 

Ab initio calculations of information carrier transport 



Task 1 

“Golden rule” for energy loss rate Energy loss rates in CsI 

Ab initio calculations of vibrational excitations 

• Accurate treatment of  thermalization is 
necessary for quantitative prediction of  
scintillator performance 

• Direct ab initio methods: no empirical 
inputs or model interaction Hamiltonians 

Frölich 
scattering 

Non-polar 
scattering 

Plane-wave 
DFT This model MC 

thermalization 

energy loss 
rate 

phonon band 
structure 

scattering 
potential for 

phonon mode 

sum over 
phonon modes 

energy 
conversion 



Task 2 

• Low cutoff energy (~Eg) → explicit account of all ionization events 
• Average energy per electron-hole pair is predicted not an input parameter 
• Multiple elastic scattering theory 
• Explicit calculations of density fluctuations 
• Database of various electron cross sections 
• Incorporate ab initio data model predictions 

Features 

• Spatial distribution of e-h pairs – track structures 
• W vs. particle E, max. theo. LY, and Fano factor 
• Energy loss channels and stopping power 

Properties 

• Alkali and alkaline-earth halides (NaI, CsI, BaF2, CaF2, SrI2) 
• Lanthanum halide series (LaF3, LaCl3, LaBr3, LaI3) 
• Oxides (YAG, YAP) 
• Elpasolites (CLLC, CLLC, CLYB, CLYC) 

Scintillator materials 

Mean energy per e-h pair 

LaCl3 



Task 2 

• the potential brightness of a candidate scintillator 
• the potential for improvement of current scintillators 
• the upper limit for absolute light yields 

NWEGRIM can be used for rapid evaluation of: 

Maximum theoretical light yields 



Task 2 

LaF3 

10 keV incident γ-ray 

Nano-scale fluctuations in e-h pair density along the track are key to nonproportionality 

77 nm 

γ ray 

γ ray 

362 nm 

354 nm 

LaBr3 

LaCl3 

γ ray 

Photon 
Electron (Interband) 
Electron (Plasmon) 
Electron (Ionization) 
Electron (Relaxation) 

Hole 

Local principle curve method 
particle positions  
local means 

Rc=0.94 



Task 2 

Property CaF2 BaF2 CsI NaI LaBr3 SrI2 

W (eV) 21.4 19.1 12.0 10.9 9.5 9.2 

β 1.8 1.7 2.0 1.9 1.7 1.7 

Interband 63.1% 63.7% 65.2% 60.2% 72.1% 72.2% 

Plasmon 31.6% 29.3% 18.2% 29.1% 21.9% 19.2% 

Ionization 4.4% 4.1% 11.1% 6.4% 3.2% 4.3% 

Fano factor 0.23 0.19 0.30 0.28 0.21 0.23 

Track 
structure Clustered Clustered Slightly 

clustered 
Slightly 

clustered Linear Linear 

• Small number of energy loss channels (ideally, only interband transitions) 
• Linear track structure that decreases nonlinear quenching at low energies 

Intrinsic properties 



Task 3 

CsI:0.3 mol% Tl – 5.9 eV excitation NaI:0.1 mol% Tl – 5.9 eV excitation 

Experimental data from R. Williams (WFU) - Grim et al. Phys. Rev. B 87, 125117 (2013) 

Rdd=2.9 nm Rdd=3.7 nm 

Electron-hole pair populations Electron-hole pair populations 

3.67×1020 STEs/cm3 3.1×1020 STEs/cm3 
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Second-order nonlinear quenching in alkali halides 



Task 3 

Exp. data: Moszyński NIM A 2006 
NaI:0.1 mol% Tl – 662 keV γ-rays 

• Contributions of different processes help 
identify underlying mechanisms 

• Opens the door to scintillator engineering 

Kinetics and efficiency of scintillation in alkali halides Same set of parameters 



CsI band structure CsI group velocity 

Task 3 
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(1) Effective mass approximation model (old) 

(2) Group velocity model (new) 
Includes contributions from all possible states of energy E 

Thermalization distances Thermalization times 

Electrons Electrons Holes Holes 

Uses band particle mass calculated 
from band structure 

Thermalization leads to considerable charge separation 
Hole thermalization is faster than electron thermalization → implications for nonlinear quenching 

Group velocity model yields good agreement with experimental onset of self-trapped exciton formation (WFU) 



Impact: new insights 
Thermalization 

Ionization tracks 

Diffusion of self-trapped holes and excitons in alkali halides 

Williams et al. Proc. SPIE 8852, 88520J-22 (2013) 

Finding: Slow electron cooling affects track density, i.e. 
thermalization can lead to extensive charge separation. 

R. Williams (WFU) worked out implications “Decision Tree” 
Several publications followed (e.g. A. Vasil’ev MSU) 
Focus for current research (e.g. K. Biswas ASU) 

Finding: Realistic ionization tracks have complex nano-scale 
structures and fluctuations. 

Finding: STEs/STHs exhibit similar energy barriers for diffusion. 

Challenges long-held view of STEs being more mobile than STHs 
Informed kinetic Monte Carlo models, yielded good agreement with experimental data 

Track radius at track end enters WFU’s model 
G. Bizarri (LBNL) and S. Payne (LLNL) interested in comparing 
with their rate-equation and phenomenological models 



Plan for FY15 

Extend modeling capabilities to enable simulations of the response to heavy particles 
Will allow for modeling key elementary processes that give rise to pulse shape discrimination 
Model system: CsI(Tl) (dual alpha/gamma detector – extensive experience modeling CsI) 

Overview 

Breakdown by tasks 

Task 1 (LWC) 
Develop ERSP to derive low-energy cross sections and secondary particle spectra for alphas (to be 
used as input in NWEGRIM). 

Task 2 (YX, FG, DW) 
Modify NWEGRIM to implement low- and high-energy cross sections for alphas and enable code to 
handle new particle type. 
Generate ionization tracks for alpha particles using output from Task 1. 
Subcontract to be set up to cover two summer months of FG’s time at UM. 

Task 3 (SK, DW, WFU and LLNL collaborations) 
Complete implementation of third-order nonlinear quenching mechanism in KMC code. 
Apply to CsI, NaI, and SrI2 and derive parameters from WFU’s photon response data. 
Apply KMC code to model nonproportionality and PSD (α/γ) for CsI(Tl) using output from Task 2. 

Main thrust: towards modeling of pulse shape discrimination 



Quantum-mechanical model of thermalization 

Plan for FY15 

Rate and extent of nonlinear quenching strongly dependent on thermalization rates 
Development of quantum-mechanical model of thermalization to be finalized in FY14 
Apply to common and emerging scintillators (e.g. CsI, NaI, YAP, SrI2, etc.) in FY15 

Overview 

Breakdown by tasks 
Task 1 (MPP) 

Apply quantum-mechanical model of thermalization to a series of scintillators. Prioritize SrI2. 

Task 3 (SK, DW) 
Implement energy losses in KMC code and carry out simulations for a series of scintillators. 
Compare against effective mass approximation and group velocity models. 

Suitable activator(s) for LaI3 

Overview 
LaI3 identified by NWEGRIM as potentially very bright scintillator 
Search for suitable activator: Pr, Nd, Eu, Tl, Pb, Bi, etc. → Example of in silico experiment 

Breakdown by tasks 
Task 1 (DW, SK) 

Ab initio calculations of a series of activators in LaI3 with GGA, GGA+U, and hybrid XC functionals. 



Vision for future 
Comprehensive scintillation physics for material engineering 

… capabilities are also applicable to semiconductor materials 

Significantly advance the understanding of scintillation mechanisms and provide pathways 
for engineering better scintillators by intelligent manipulation of these mechanisms 

Examples: 
Co-doping for temporary energy storage that can improve proportionality of response 
Effects on scintillation of dopants introduced to improve mechanical toughness 
Control properties that determine spatial/temporal distributions of electrons and holes 
Mitigate effects of incidental lattice defects 

 

Collaborative effort: 
PNNL, LBNL, LLNL, and WFU 

 

Opportunities: 
LBNL Venture proposal (FY15 – DNN R&D/NA-22) 
PNNL LDRD proposal on co-doping in CsI(Na) 



Publications and invited presentations 
FY13 

Formation, Stability and mobility of self-trapped excitations in NaI and NaI1-xTlx  from first principles 
M.P. Prange, R.M. Van Ginhoven, N. Govind, F. Gao 
Physical Review B 87 (11) 115101 2013 
 
Excited state electronic properties of sodium iodide and cesium iodide 
L.W. Campbell, F. Gao 
Journal of Luminescence 137 121-123 2013 
 
Suppression of nonradiative recombination in ionic insulator defects: Role of fast electron trapping in Tl-doped CsI 
J. Bang, Z. Wang, F. Gao, S. Meng, S. Zhang 
Physical Review B 87 (20) 205206 2013 
 
Kinetic Monte Carlo simulations of excitation density dependent scintillation in CsI and CsI(Tl) 
Z. Wang, R.T. Williams, J.Q. Grim, F. Gao, S, Kerisit 
Physica Status Solidi B 250 (8) 1532-1540 2013 
 
Understanding fundamental mechanisms of nonlinearity in scintillators (invited presentation) 
F. Gao – Hard X-Ray, Gamma-Ray, and Neutron Detector Physics XV – August 2013 
 
Experimental and computational results on exciton/free-carrier ratio, hot/thermalized carrier diffusion, and linear/nonlinear rate constants 
affecting scintillator proportionality 
R.T. Williams, J.Q. Grim, Q. Li, K.B. Ucer, G.A. Bizarri, S. Kerisit, F. Gao et al. 
Proceedings of SPIE 8852 88520J-22 2013 
 
Mechanisms of scintillator radiation response: Insights from Monte Carlo simulations (invited presentation) 
S. Kerisit – International Conference on Advanced Scintillation Materials – September 2013 
 
Microscopic mechanisms of electron-hole generation and their spatial distribution in inorganic scintillator (invited presentation) 
F. Gao – International Conference on Advanced Scintillation Materials – September 2013 



Publications and invited presentations 
FY14 

Off-Center Tl and Na Dopant Centers in CsI 
R.M. Van Ginhoven and P.A. Schultz 
Journal of Physics: Condensed Matter 25 (49) 495504 2013 
 
Monte Carlo simulation of gamma-ray response of BaF2 and CaF2 
F. Gao, Y. Xie, Z. Wang, S. Kerisit, D. Wu, L.W. Campbell, R.M. Ginhoven, M.P. Prange 
Journal of Applied Physics 114 (17) 173512 2013 
 
Kinetic Monte Carlo Simulations of Scintillation Processes in NaI(Tl) 
S. Kerisit, Z. Wang, R.T. Williams, J.Q. Grim, and F. Gao 
IEEE Transactions on Nuclear Science 61(2) 860-869 2014 
 
Science-driven search for new scintillator materials (invited presentation) 
S. Kerisit – Scintillation Mechanisms in Gamma Detectors – April 2014 
 
Radiation response of inorganic scintillators: Insights from Monte Carlo simulations (invited presentation) 
S. Kerisit – Hard X-Ray, Gamma-Ray, and Neutron Detector Physics XVI – August 2014 
 
Radiation response of inorganic scintillators: Insights from Monte Carlo simulations 
M.P. Prange, D. Wu, L.W. Campbell, Y. Xie, F. Gao, S. Kerisit 
Proceedings of SPIE 9213 2014 
 
Calculation of energy and momentum relaxation rates of fast particles by phonons in crystals 
M.P. Prange, L.W. Campbell 
to be submitted by the end of FY14 
 
Thermalization of energetic electrons and holes in halide scintillators 
D. Wu, M.P. Prange, S. Kerisit 
In preparation 
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