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1.0  Abstract/Outline of DNDO Modeling Approach 
A one-year Study Topic project was funded at PNNL to investigate the state-of-the-art in modeling 

CdZnTe (CZT) melt-solid interface, or solid-liquid interface (SLI), with an emphasis on knowledge and 
method gaps. The Study Topic culminates with this report to DNDO regarding the current modeling 
capabilities and outlining the known gaps in our capabilities. The report reviews the status of this area and 
discusses gaps and future research directions that can be used to provide resources to close these gaps in a 
gradual manner. At the outset it is recognized that the gaps include the well known multiscaling gaps that 
everyone encounters in these arenas, namely the coarse-graining problem having to do with time and 
length scale bridges from fine-scale atomistic data to coarse-scale mesoscopic models. There is no way 
around some of these gaps at present. However, by restricting the crystal growth models to something 
more focused and relevant to CZT growth we have identified four Research Directions to be explored 
and make recommendations for going forward with them. As a reminder, the scope of the Study Topic is 
included here: 

This one-year, study topic project will survey and investigate the known state-of-the-art of 
modeling and simulation methods suitable for performing fine-scale, fully 3-D modeling, of the 
growth of CZT crystals at the melt-solid interface, and correlating physical growth and post-growth 
conditions with generation and incorporation of defects into the solid CZT crystal. In the course of 
this study, this project will also identify the critical gaps in our knowledge of modeling and 
simulation techniques in terms of what would be needed to be developed in order to perform 
accurate physical simulations of defect generation in melt-grown CZT. The transformational nature 
of this study will be, for the first time, an investigation of modeling and simulation methods for 
describing microstructural evolution during crystal growth and the identification of the critical gaps 
in our knowledge of such methods, which is recognized as having tremendous scientific impacts for 
future model developments in a wide variety of materials science areas. 

2.0  Executive Summary 
A comprehensive review of the current state-of-the-art in modeling SLI stability during crystal 

growth and in modeling defect evolution during crystal growth has been accomplished and used to reveal 
a series of gaps in our current modeling capabilities in applying such models to crystal growth of CZT. 
Thirteen of the gaps are in general model development issues and in crystal growth physics. Three of the 
gaps are in the relatively new area of uncertainty quantification, or UQ, that can be used to guide both 
model development and data sampling efforts for this daunting task. Two of the gaps are in computational 
areas having to do with increased computational efficiency for the anticipated methods. 

Research Directions 1 and 2 are suggested for closing these gaps in a gradual manner for CZT, with 
the UQ gaps embedded within the attempts to develop crystal growth models, while the computational 
gaps are treated separately in Research Direction 4. A response model for gamma-ray energy resolution 
in defective CZT crystals is suggested as Research Direction 3. 

It is recommended that a Research Direction 1 for crystal growth modeling focus on the stability 
during growth of a starting (111) seeded SLI for CZT. Solving this model will prove to be a substantial 
achievement and will relate, for the first time, furnace growth conditions to maintaining a stable (111) 
growth without competing cellular growth and new grain nucleation. This achievement will immediately 
suggest improved growth conditions for CZT since this is the preferred growth state and cannot always be 
maintained during VGF seeded growth. The utility of this approach as a first effort relies on the 
assumption that (111) stable growth would result in improved CZT materials since a flat growth interface 
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in CZT has been experimentally linked to lower defect densities. This also allows research to proceed on 
an important topic with many of the same issues as a more comprehensive defect model by addressing a 
necessary stage of any CZT growth model, namely, what controls the SLI interface stability during 
growth? 

Research Direction 2 is suggested to focus on the more difficult problem of simultaneously allowing 
SLI growth plus defect generation in the growing CZT solid. This is substantially more difficult due to 
uncertainties in nucleation rates of defects and unproven coarse-grain model development of highly 
coupled crystal growth events. For this model to be successful it must treat Te-particle genesis, 
dislocation generation, and point defect clustering during crystal growth. The main difficulty appears to 
be the long times required for the simulation and the large size of the highly-resolved models in order to 
capture dislocation cells formed during CZT cool down. This model, in order to treat the dislocation cell 
problem, is substantially larger than that required for Research Direction 1. Breaking up the effort into 
these two research directions allows substantial progress to be made without requiring the entire problem 
to be treated. Surely, any active research in this area would likely proceed in this staged manner. 

Both Research Directions 1 and 2 require substantial work in determining defects in CdTe or CZT 
with a likely need for charge transfer using highly accurate quantum mechanics methods, such as DFT. 
Both require substantial understanding of energy landscape sampling and quantification along with a 
robust uncertainty quantification effort to guide the sampling and coarse-grain model development. It is 
appreciated that not everything from the finest resolution scales can be incorporated into a coarser 
resolution scale but currently this is a black art. This report suggests that this gap can be closed with some 
clever research. 

It is also noted that there is a great need for Research Direction 3 to develop a validated CZT 
radiation detector response model to allow a target CZT defected microstructure to be computed. It is 
difficult to proceed along a path to minimize as-grown defects if there is not an understanding of the 
mechanisms for degradation in energy resolution in CZT for particular types of defects. A physically 
based CZT response model would help answer these questions. It is noted that current research in similar 
methods for scintillators strongly suggest that this can succeed immediately. 

The computational gaps require closing in Research Direction 4 if anticipated modeling methods are 
to be extended with efficiency to the exascale-computing regime. The goal of this research is to speedup 
computations by orders of magnitude. 

We recommend that initial resources be supplied to follow Research Directions 1 and 3 to have the 
greatest impact on the science and technology of crystal growth. 

• Research Direction 1 will provide, for the first time, a direct connection between 
solidification of CZT or CdTe with furnace growth conditions using a simulated (111) seeded 
growth state. The model, if successful, will provide the conditions for attaining and 
maintaining stable growth in this state under prescribed vertical gradient furnace growth 
conditions and as a function of growth temperature gradient, melt concentration, liquid 
convection, and growth stresses. 

• Research Direction 3 will provide a response function that will, for the first time, relate 
specific crystal defects typical of as-grown CZT to energy resolution degradation so that the 
correct understanding of defect mitigation is developed for Research Direction 2 in the 
future. Without this understanding it is difficult to know how to optimize CZT growth with 
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any certainty. This research can be accomplished with more certainty that any of the other 
tasks, to be best of our knowledge. 

• Research Direction 1 can likely be accomplished with a competent team of researchers over 
a three period with an estimated 3 FTEs per year. This would be an important milestone in 
CZT growth modeling, namely the ability to predict (111) interface stability as a function of 
furnace growth conditions. The success of this task would suggest that other growth 
orientations could also be studied in this manner, such as for unseeded CZT growth. 

• Research Direction 3 can follow the apparently successful NNSA scintillator effort that has 
produced NWEGRIM. Note, however, that about 5 years with approximately 4 to 5 FTEs per 
year of funding was required to obtain current capability in this area. It is hoped that building 
on this effort will reduce the overall cost and increase the probability of success. 

Research Direction 2 is more problematic since the tightly coupled issues of dislocation production 
and Te-particle genesis present a much more difficult type of problem to solve. At this time, we can only 
state that there are methods to tackle the individual issues but that a true multiphysics model like this has 
not yet been accomplished by anyone. This research hinges on knowing the correct physics as well as 
solving some of the coarse-graining issues that plague this type of multiscale modeling effort. This effort 
will require substantial resources and an outstanding team of researchers to accomplish and success here 
may require aspects of Research Direction 4 to be addressed. Research Direction 4 can take advantage 
of existing computational mathematics teams, such as those working on the Fast Math computational 
centers. 

3.0  Introduction 

3.1 Overview of Problem 

The growth of CZT from the melt has reached a critical stage where the need to understand the 
evolution of the as-grown microstructure during crystal growth is paramount. CZT is a difficult material 
to grow from the melt. The liquid is viscous, has low thermal conductivity, high melting point (1365 K) 
and has high vapor pressures for Cd and Te at its melting point. The CZT solid has low thermal 
conductivity, low critical resolved shear stress (CRSS), low stacking fault energies, and exhibits 
retrograde Te solubility on cooling [1, 2]. It is cubic but exhibits strong melt growth anisotropy with 
growth instabilities in the <110> and <112> directions [3]. The solid is extremely soft at elevated 
temperatures with a CRSS of approximately 0.2 MPa at the CZT growth temperatures so that dislocations 
are almost unavoidable during growth [1, 2]. Therefore, it is necessary to construct a model of the 
microstructural evolution during crystal growth in order to fully understand to coupling of observed 
microstructures to growth conditions. With the aid of a microstructural response model of gamma-ray 
interactions, such as that provided by NWEGRIM [4-6], this type of approach would allow growth 
optimization of CZT to achieve improved gamma-ray energy resolution. 

The status of modeling the growth of CZT from the melt is complex as there are many types of 
models to consider. For this report we will restrict the type of growth to vertical Bridgman growth, also 
termed vertical gradient freeze (VGF) or low-pressure Bridgman growth, although these modeling 
methods can be applied to other common growth geometries, such as traveling heater methods (THM) 
with little changes. At the level of the growth furnace and the melt crucible and treating the solid and 
liquid as continuum objects with specified physical and mechanical properties there are several key 
references regarding advances made in models and modeling approaches [7-10]. The main technical 
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achievement in these models is the ability to accurately model the physics of CdTe and CZT in terms of 
heat transfer, including optical transparency, and to be able to couple two modeling scales in a self-
consistent manner. These models can include magnetic fields [11-15] and crucible rotations [16-22] and 
can be used to guide the furnace growth parameters to obtain a preferred flat or convex1 growth interface 
for CdTe or CZT [23]. The use of continuum models has led to improved growth of CZT or CdTe crystals 
but the level of defects in even the best CZT crystals is too high, on average, to allow the routine 
production of high-resolution detectors [24-28] with theoretical energy resolution. 

It is not enough to model the shape of the CZT or CdTe interface coupled to the furnace growth 
conditions because local solid-liquid interface instabilities are complex and can arise due to either thermal 
fluctuations, fluid flow in the melt, or compositional fluctuations at the solid-liquid interface [1, 2, 29]. In 
addition, growth and deformation twins can form together with a dislocation network due to thermal 
growth strains such that a continuum model cannot capture enough detail to couple these events to the 
furnace growth parameters. Therefore, a more detailed or fine-scale approach is required to capture these 
details, typically at the length scale of the various microstructural features, the so-called mesoscale. At 
this scale the microstructure of the growing crystal is resolved and related to the growth parameters set by 
the furnace growth conditions. This is an area of keen interest today, as typified by the recent DOE 
Workshop Report2 that discusses the challenges and opportunities in mesoscale science. 

There is little doubt at present that crystal defects in CZT or CdTe control the response of the material 
in terms of energy resolution and other important radiation operational parameters [24, 30-39]. These 
defects, including twins (deformation and growth), growth facets or growth fingers, dislocations and 
dislocation subgrains, and Te-particles, form during crystal growth as a result of the crystallization 
process that is controlled by the furnace growth conditions and by the type of crucible used to contain the 
CZT or CdTe melt [40]. If there is to be progress in understanding the nature of CZT growth and 
optimization of the growth then modeling must be able to capture and relate the formation of each of 
these defects to the furnace growth conditions. This is the challenge of these fine-scale growth models. 

The goal of this study was to determine how to model the crystal growth process at the solid-liquid 
interface (SLI) in such a way that crystal defects could be incorporated directly into the growth model. 
This requires a much different approach than the continuum models, but any discrete or fine-scale 
modeling effort would also have to be consistent with such continuum models so that the proper heat 
transfer and growth rates were maintained. 

3.2 Statement of the Problem 

Models of the “growth of CZT crystals at the melt-solid interface (or SLI), and correlating physical 
growth and post-growth conditions with generation and incorporation of defects into the solid CZT 
crystal3” must necessarily consider the following outcomes or realizations as output from a hypothetical 
model: 

1. The model needs to consider solidification at the SLI where the solid fraction in the model 
increases with time and the liquid fraction decreases with time, i.e., the interface moves. 

                                                        
1 The term convex here refers to the shape of the solidified portion of the growth interface with respect to the solid. 
2 “From Quanta to the Continuum: Opportunities For Mesoscale Science”, a Report from the Basic Energy Sciences 
Advisory Committee, Chair: John Hemminger University of California, Irvine, U.S. Department of Energy 
September 2012, Prepared by the BESAC Subcommittee on Mesoscale Science. 
3 This sentence from the Statement of Work for this contract succinctly captures the goal of any proposed modeling 
approach but requires added detail. 
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2. The model needs to track or include details in the liquid ahead of the solidification front so 
that concentration, thermal, velocity or advection, and liquid structural gradients are tracked. 

3. The model needs to be large enough and detailed enough to capture: 
a. SLI dynamics, which implies a length scale from nanometers to 100’s of microns. 
b. Te-particle genesis routes via hypothetical mechanisms including nucleation and 

growth, precipitation, direct capture from the melt, and ingress via dislocation core 
diffusion or planar defect diffusion pathways. 

c. Dislocation subgrain networks and twin formation mechanisms, which implies a 
length scale from nanometers to several hundreds of microns. 

d. Point defect formation, migration, and clustering. 
4. The model must be able to compute to times on the order of diffusion over a typical 

microstructural feature, or time to develop a Te-particle facet, or time to form an equilibrium 
dislocation cell substructure, or time to allow hypothetical Rayleigh instability to develop for 
Te-particle genesis from dislocation cores. 

Together, these constitute a serious computational challenge, as follows: 
1. The model size should be on the order of 1-mm x 1-mm x 5-mm in extent with the long 

dimension normal to the solid-liquid interface since dislocation cell sizes in CdTe are on the 
order of 200 µm in diameter. 

2. The model should be fully 3D and could consist, as a discrete model for example, of 1-µm 
cubical volume elements so that 5 x 109 volume elements are treated with suitable resolution 
of gradients, morphologies, and fields. This puts the Te-particle resolution at about 1-µm, 
which matches optical microscopy limits. A model of this size contains ~ 2.95 x 1019 atoms. 

3. The model should allow the solid-liquid interface to progress at least 1-mm during the 
simulation, which requires 2 h of real time given a typical VGF growth rate of 0.5mm/h. 

4. The model should have a time resolution of 1-µs in order to capture defect diffusion, which 
will require about 1 x 1010 time steps. This puts severe constraints on computational solution 
times. This suggests that solution times per time step are on the order of 10-4 s to achieve a 
reasonable computational time in real time. 

Further, the model is considered to focus on the evolution of a “statistically probable as-grown 
microstructure” from the melt in a single oriented grain of CZT for a reasonable simplification since 
multiple grain interactions affect SLI morphological instability as well as defect generation, but these 
multiple grain interaction effects are not necessary for a model that treats crystal growth and concurrent 
defect generation. The model treats the liquid as a complex fluid with thermal, compositional, and 
velocity fields imposed by suitable boundary conditions obtained from an unspecified larger-scale 
simulation, such as continuum furnace-scale global-local simulation. The model treats the solid as a single 
crystal region containing point defects, defect clusters, excess Te, Te-particles, and dislocations/twins. It 
tracks defect evolution using defect nucleation, migration, growth and/or motion as functions of 
temperature, composition, stress, and strain rate imposed from the global-local simulation. The model 
treats the SLI as a moving interface using modified solidification mathematics accounting for interface 
morphology, species concentrations, melt velocities, and anisotropic SLI attachment kinetics. 
Dislocations are present in the model consistent with computed thermal strains and strain rates as imposed 
by the global-local continuum models taking into account the furnace configuration and crucible 
materials. Slip plane partitioning of dislocations is accounted for. Te concentration is tracked using the 
equilibrium phase diagram as solute and treated locally along dislocation cores and twin boundaries. 
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The model considers that point defects and extended defects, such as twins and dislocations, are 
created as the interface moves with suitable creation/annihilation rates for point defects at the moving 
interface. In the growing solid point defect clusters are tracked using appropriate computational methods 
for reaction-diffusion processes. Dislocation patterning due to slip and climb are treated using an 
appropriate modeling method, such as dislocation dynamics. The model treats Te ingress from the liquid 
according to accepted mechanisms, including precipitation from excess Te using the PTX phase diagram, 
dislocation core/twin boundary plane diffusion pathways, and direct capture at the moving SLI from 
growth instabilities. A schematic of such a model is shown in Figure 1 with some but not all of the typical 
problem conditions are illustrated here. 

3.3 Outline of Approach to Address the Computational Modeling Problem 

Although the issue of developing models and modeling approaches to crystal growth based on multi-
scale modeling approaches has been addressed [41, 42], we feel that this is inadequate. In particular, these 
methods do not contain sufficient detail that a mesoscale model of CZT growth, such as that discussed in 
Section 3.2, can be created containing the correct physical mechanisms. We are encouraged, however, by 
the work that has been done to model defects in Si [43], which can be used to guide new methods and 
approaches. Based on the prior work in this area and based on our understanding of the growth regimes of 
interest for CZT SLI computational modeling and simulation, we describe the modeling regimes for 
further discussion using the outline below. The computational modeling regimes are divided into 6 levels 
that all have appeared in the crystal growth modeling literature as either separate or coupled regimes. 

 

Figure 1. Schematic of a high-resolution 3D Level 4 model envisioned as the target model for CZT melt-
growth interface modeling. The model consists of a block of material at 1365 K with solid and liquid at 
equilibrium initially. The model has BCs from Level 2 and consists of a single oriented grain of CZT 
slowly solidifying from the melt. Point defects, point defect clusters, Te-particles, dislocations, and 
dislocation cells are tracked as a function of time and location. The SLI evolves with an interface 
morphology suitable to the crystalline orientation. SLI instabilities are treated and related to growth 
velocity, thermal gradient, flow gradient, stress, and liquid composition. 
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1) The Level 1 model is a furnace-level global model of heat transfer, fluid flow, and radiative heating 
have been solved and/or could be solved for any particular furnace system to a high level of thermal 
accuracy [7] as indicated in Figure 2 below. 

2) Embedded in this Level 1 model is a Level 2 model that is more local. 
a) It couples to the global model BCs and is embedded self-consistently in the Level 1 model [7]. 

i) This Level 2 model has no crystallographic texture or orientation data. 
ii) It has no grain morphology information. 
iii) It allows S-L growth mechanics to be considered in a continuum sense. 
iv) It can compute temperature, velocity, and compositional data at the moving SLI. 

 

Figure 2. A schematic view of Level 1 and Level 2 models showing a global and local coupled model 
from Ref. [7]. A furnace Level 1 model (large meshed region) is explicitly coupled to an ampoule region 
Level 2 model (inset). We envision that the Level 2 model supplies detailed boundary conditions for the 
Level 3 to Level 5 mesoscale models. 

3) The Level 3 model is a multi-grain crystallization model coupled via the local fields such as the 
temperature, concentration, and melt convection fields to the Level 1 Global Model and Level 2 
Local Model. The model will focus on the effect of local fields and SLI thermodynamic and kinetic 
properties on SLI morphological instabilities. The coupling to the Level 2 model is on a self-
consistent basis but this Level 3 model is not embedded directly within a Level 2 model. There is no 
direct coupling to the Level 1 model. 
a) This Level 3 model focuses on exploring sensitivity of SLI morphology, connectivity to growth 

conditions, and creating a plausible database of SLI morphologies and growth kinetics based on 
SLI thermodynamic and kinetic properties and growth mechanisms and based on the local fields 
developed at the Level 2 model. 

b) A variety of solidification and grain growth models are available to use at this level. 
i) These include moving finite element (FE), phase field, level set, etc. 
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c) This involves stochastic processes, such as the nucleation of steps and grains, and the fluctuations 
of local fields, and therefore cannot be deterministic entirely. 

d) The Level 3 model does not deal with other crystal defects that we can term intra-grain defects. 
e) The Level 3 model contains the SLI morphology, the grain morphology, grain orientation, and 

carries the continuum fields within it as discrete fields. These include elastic strain, temperature, 
composition, and interface velocities. 

4) For the explicit model of defects we propose a Level 4 Model after [43]. The Level 4 Model is 
consistent with the Level 3 Model as follows: 
a) Level 4 incorporates crystal defects within a single crystal lattice in each of the grains in the 

Level 3 model. This model can also consider a single grain only. 
i) Solidification occurs due to a moving SLI interface that tracks growth rate, growth 

morphology at the SLI, defect creation at the moving SLI such as solute trapping, growth 
twin nucleation, and liquid phase variables ahead of the moving SLI, such as melt convection 
and composition. 

ii) The morphology at the moving SLI interface is resolved at the correct length scale to capture 
physical growth instabilities, growth steps, and SLI roughness. 

b) This Level 4 model focuses on exploring defect generation, the sensitivity and connectivity of 
defect generation to SLI morphology and growth conditions, and creating a plausible database of 
defect generation and growth kinetics based on SLI morphology and evolution kinetics from 
Level 3 model and based on the local fields developed in the Level 2 model. 

c) All necessary crystal defects are tracked in the solid behind the moving SLI. 
i) Use reaction rate theory clustering methods to account for defect diffusion, annihilation, and 

clustering. 
ii) Use classical and non-classical nucleation theory to account for the nucleation of defects such 

as Te precipitate, dislocation, and twins.  
iii) Dislocation dynamics can be used to track dislocation patterning under thermal stress during 

cooling. 
(1) Dislocation creation is based on physical models developed for semiconductors. 

iv) The correct mechanisms for Te ingress, dislocation and twin formation are required for CZT 
and is still an active area of research. 

5) The Level 5 models are the atomistic models that are used to develop kinetic physics models and 
parameters for the Level 3 and Level 4 SLI and defect model. This level appears to be required in 
order for level set, or phase field models to operate and define nucleation processes of defects and 
interface kinetics. 
a) The kinetic properties of SLI, including defect nucleation barriers and defect mobilities, are 

important inputs to calculate the nucleation rate and model SLI morphology stability, and defect 
nucleation and growth kinetics in Level 3 and Level 4. 

b) This model needs a large simulation system and long simulation times to capture the rare events 
with good statistical information. Coupling different atomistic methods may be required to 
accurately search the energy barriers of different kinetic processes.  

6) The Level 6 models are also the molecular or atomistic model regimes that focus on calculating the 
necessary configurations of defects, defect energies, and thermodynamic properties of the system. 
This regime can make use of all suitable atomic methods. 
a) The most accurate ab initio methods that we have available. 
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b) Semiempirical atomistic methods including MD using developed interatomic potentials for CZT. 
See Figure 3 for example simulations using MD and models of SLIs of differing crystalline 
orientations. 

c) Kinetic Monte Carlo methods to track defects and defect structures. 

 
 (a) (b) (c) 

Figure 3. Atomistic models of SLI are shown at equilibrium for CdTe using PNNL interatomic potential 
as a function of interface orientation. Shown in (a) is a (111) interface normal showing smooth, flat 
interface structure. In (b) and (c) are shown (110) and (100) interface normals, respectively. Both (110) 
and (100) exhibit atomically rough interfaces with visible growth facets. 



 

 10 

4.0  Assessment of the Current State-of-the-art for Crystal Growth Modeling – Methods 
and Approaches. 

4.1 State-of-the-art Continuum Crystal Growth Models 

4.1.1 Governing equations for continuum crystal growth models 

Although various numerical models were developed to simulate multiphase problems in recent 
decades, especially with the rapid development of computer techniques, traditional methods based on 
continuum material assumptions [44, 45] are still the most popular simulation tools and used for many 
different industrial areas because of efficiency, stability, and reliability. In continuum crystal growth 
models, the flow behavior in melt domains is governed by fluid mass and momentum conserve equations, 
such as Navier-Stokes (NS) equations [46, 47] and Boltzmann equations [48-50]. Navier-Stokes 
equations are the most widely studied method for solving fluid dynamic problems, and there are various 
numerical methods to solve it in different applications, such as finite difference (FD), finite volume (FV), 
and finite element (FE) methods. Because the Navier-Stokes equations are nonlinear, implicit numerical 
methods are highly recommended for avoiding the numerical instability [51]. Implicit schemes benefit the 
numerical NS equations solvers stability criteria at large time step intervals, but they also limit the parallel 
computational efficiency of the solver [52]. Boltzmann equations use distribution functions to represent 
fluid behavior, and can be solved by lattice Boltzmann methods (LBM) or lattice kinetic models (LK). 
One of the advantages of the lattice-based method is dealing with complicated or moving solid boundaries 
useful for crystal growth models. Another advantage is that LBM or LK methods were designed for high 
efficient parallel computation [53]. The fluid mass and momentum conservation equations are coupled 
with energy equations [54] to solve the heat transfer in both liquid and solid phase for crystal growth 
models. The energy equation can be numerically solved by the traditional methods, such as the FD, FV, 
and FE method, and it also can be solved in lattice-based schemes. The distribution of chemical 
components, such as zinc in CZT or Ga in GaSe, in liquid phases is described by a convective diffusion 
equation, and the fraction in solid phase is governed by a diffusion equation [46, 47]. The convective 
diffusion and diffusion equations can be solved by the traditional FD, FV, and FE methods or in lattice-
based schemes as well. Lattice-based schemes can significantly increase the computational efficiency in 
massive parallel computational systems, while the implicit traditional methods enable solver stability at 
large time step intervals. 

4.1.2 Methods for simulation of liquid-solid phase separation  

The continuum crystal growth models require determination of the interface coupled with fluid 
dynamic and heat transport solutions. There are several approaches to simulating and tracking the liquid-
solid interface, and they can be divided into three categories: the front-tracking method, front-capturing 
method, and multi-phase LBM. Front-tracking methods directly “track” the location of the liquid-solid 
interface, so they allow more accurate calculation of the curvature of the interface [55, 56]. Although 
front tracking methods require generating a dynamic mesh, which is always a computationally 
challenging task, front tracking methods are widely used in continuum crystal growth models [8, 47], 
because the movement of the SLI is very slow [57]. For increasing the efficiency of dealing with 
deformation of liquid and solid domain dynamically, H. Lee and A. J. Pearlstein [47, 58] transform the 
dynamic computational domain to a fixed one, and all the numerical simulation is implemented on the 
fixed mesh. The deformation of real liquid and solid domain only changes the coefficients for the domain 
transformation between real computational domains and fixed domains, instead of changing the shape of 
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meshes dynamically. Front-capturing method uses a single continuum field with discontinuous properties 
at the SLI to separate the liquid and solid phases. The most widely used front capturing methods are the 
Marker-and-Cell (MAC) method [59], Volume-of-Fluid (VOF) method [60], level set method [61], and 
phase-field method [62]. Among these methods, the phase-field method has become a standard tool to 
track free-boundary problems and simulate interfacial pattern formation phenomena in solidification and 
other systems [63-65]. The phase-field method avoids explicit front tracking by replacing sharp interfaces 
with spatial-smoothly diffused boundaries between bulk phases. Thus, the phase-field method is suitable 
for simulating time-dependent free-boundary problems, especially when complex geometries are present 
[66, 67]. Multi-phase LBM have been developed as multiphase numerical simulation tools for crystal 
growth and phase separation in recent decades [68, 69], and incorporate inter-particle forces/microscopic 
interactions into the fluid distribution function, without tracking/capturing the interfaces [70]. There have 
been a number of multi-phase LBM presented in the literature, and the Shan and Chen (SC) model [71-
74] is one of the most widely used, which allows phase separation to occur automatically when the 
interaction potentials are properly chosen. There is also the so-called free-energy-based approach 
proposed by Swift et al [75, 76], which incorporates free energy function into the LBM model.  

4.1.3 Applications of continuum crystal growth models 

Continuum crystal growth models are widely studied and used to for investigating the performance of 
solidification systems, such as ampoule tilting or imperfection effects, accelerated crucible rotation, and 
magnetic field effects. Figure 4 shows the simulation results from a continuum crystal growth model that 
coupled a LBM fluid flow solver with a phase-field interface capturing method. Figure 4(a) shows the 
streamline in a tilted ampoule, and Figure 4(b) shows the streamline in ampoule with accelerated rotation. 

    
 (a) (b) 

Figure 4. Streamline in liquid phase, (a) tilted ampoule, (b) accelerated rotating ampoule. 
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Xiao et al [46] were among the first to compute crystal growth in a vertical solidification system 
whose axis is tilted away from the gravitational vector. They showed that the flows generated by tilting 
leads to better mixing of solute and could reduce radial segregation in the melt. L. Lun et al [20] shows 
that a 20 degree tilt angle can reduce the zinc concentration standard deviation to a minimum in CZT.  

Accelerated crucible rotation technique (ACRT) [16, 17, 77-80] has been used in crystal growth for 
many years; the purpose of acceleration being to maximize convective flow by generating Ekman 
boundary layers at solid surfaces [81]. A series of experimental studies of ACRT has been conducted by 
Caper and coworkers [77-80], and they observed Ekman flow and a sidewall instability, which is 
identified as a Couette instability. A. Yeckel and J. J. Derby [54] used continuum crystal growth models 
to numerically simulated the ACRT applied to the vertical solidification system, and sidewall instability 
was shown in their results and identified as a Taylor-Görtler boundary layer instability [82]. It was shown 
that changing of acceleration in the rotation cycle can dramatically affect the radial and axial segregation 
in crystal growth system [83]. The rotation, acceleration, and deceleration lead to complicated turbulent 
fluid structure, such as boundary layer instabilities mentioned above, and the theoretical analyses of 
turbulence in crystal growth system is very limited. From the view of continuum crystal growth models, 
applying different turbulence models to solve the fluid phenomena in liquid phase will help build a more 
accurate and reliable numerical tool for study the crystal growth system with rotation, which will lead to a 
better understanding of the relationship between the crystal growth quality and rotation speed. 

The traveling magnetic field (TMF) is a direct way to counteract buoyancy forces [84, 85] that are 
often responsible for introducing undesired effects at the growth interface [86] due to buoyancy driven 
convection. Another application of magnetic fields is the use of a rotating magnetic field (RMF) that 
creates a swirl to counteract the convection caused by buoyancy [87]. The Lorentz force imposed by the 
magnetic field is solved using Maxwell’s equations, and is applied on the fluid field as an external force 
or body force. Through continuum crystal growth models’ simulation, A. Yeckel and J. J. Derby’s work 
[12] shows that the magnetic field cannot significantly impact the convection because the low electrical 
conductivity of CZT (≈104 S/m), while S. Yesilyurt et al. [86] shows that the tangential shear at the liquid-
solid interface is reduced to near zero by the TMF with proper strength of magnetic field for a crystal with 
higher electrical conductivity such as Ge and GaAs, which can increase the quality of crystal growth. 

Although the continuum crystal growth models are widely used and are reliable numerical tools for 
studying and designing solidification systems, there is a lack of systematic study of turbulent flow 
structures in the liquid phase. Validating and comparing the accuracy and efficiency of different 
turbulence models coupled to crystal growth models are needed for more reliable numerical tools for 
crystal growth models. 

4.2 Fine-Scale Growth Models (Mesoscale Models) 

Fine scale growth modeling (mesoscale modeling) refers to modeling crystal growth by coupling 
microstructure evolution and local continuum fields, such as melt convection, temperature, and 
concentration near the SLI. During the past four decades different mesoscale methods have been 
developed to study the microstructure evolution during solidification and crystal growth. However, due to 
large differences in length scales between the entire furnace and the microstructural features at the SLI, 
and large differences in time scales among macroscale fields, such as local melt convection near interface 
and interface evolution kinetics, most mesoscale simulations are quasi-stationary, i.e., the macroscale 
fields are usually used as the boundary conditions for the mesoscale modeling. The mesoscale modeling 
is also treated with a one-way coupling in most cases; the temperature, convection and concentration 
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fields are transferred from macroscale to the local scale but there is no influence of local microstructure 
and field evolution on the macroscale fields as there would be in a fully self-consistent approach. 
Furthermore, most mesoscale models are phenomenological based that capture the morphology of the 
SLI, but cannot capture defect generation, such as dislocations, growth/deformation twins, Te-particles, 
and fluctuation-based interface morphological instability, which usually take place in mesoscale from 
nanometers to micrometers. Coupling microstructure evolution, local fields, and defect generations is at 
its very early stage but is paramount to understand the mechanisms of defect generation and the effect of 
furnace growth conditions on defect generation, crystal growth kinetics, and crystal properties. 

Mesoscale models act as the bridge linking atomistic and macroscale information. The development 
of predictive mesoscale models relies on enormous knowledge that includes phase stability, defect 
energies, defect structures, defect mobilities, and local fields. During last half-century atomistic models, 
such as first principle calculations, MD, and kMC approaches have been successfully used to calculate the 
configurations and energies of defects, track interactions and motion of individual atoms, and study the 
atomic mechanisms behind different material processes such as diffusion, phase transitions, and 
deformation. At the macroscale, as reviewed in Section 4.1, heat transfer, melt convection and 
concentration fields can also be efficiently simulated. With the accumulation of thermodynamic and 
kinetic properties from atomistic simulations, experiments and macroscale modeling, an opportunity 
opens up for developing physics-based predictive simulation tools at the mesoscale to understand the 
mechanisms of defect generation, to predict three-dimensional microstructure evolution kinetics, and to 
provide insights for controlling the crystal growth. 

This section is organized as follows. In Section 4.2.1 we will review observed interface instability, the 
factors affecting the interface instability and theoretical analysis. In Section 4.2.2, we will discuss the 
effect of interface morphological instability on defect generation and theory analysis. In Section 4.2.3 we 
will discuss current mesoscale modeling methods, and we will discuss the challenges and research 
directions in Section 4.2.4. 

4.2.1 Morphological Instability of SLI during Crystal Growth 

It is generally observed that a convex SLI favors single crystalline growth while a concave interface 
results in the growth of polycrystalline ingot. The ideal growth interface is flat for the growth of single 
crystalline ingot. Therefore, controlling the morphology of the SLI during unidirectional growth 
processes is crucial to obtain high quality crystals because it affects the defect and grain microstructures, 
and eventually the mechanical, optical and electrical properties of materials [88-91]. The questions are 1) 
What growth conditions control the SLI morphology?; 2) What are the mechanisms behind the interface 
morphological instability?; and 3) Can simulation tools predict the complicated interface morphological 
instability, and provide the insights to control the interface morphology? Answering these questions is 
important to science as well as to engineering technology and the crystal growth industries. 

The SLI essentially consists of different orientated atomic planes. According to Jackson’s theory [92, 
93], the atomic planes or interfaces can classified using two types of interfaces. One type of interface, 
called facetted, such as (111) in Si and CdTe, has low interfacial energies and is usually atomistically 
smooth. Another type of interface, for example (100) in CdTe and Si, has higher interface energies and is 
usually atomistically rough. MD simulations by Landman et al. [94] and Abraham and Broughton [95] 
show the equilibrium (111) interface to be sharp and the (100) interface to be diffuse. There are extensive 
experimental and theoretical investigation on the interface growth mechanisms and morphological 
instability. Work at PNNL shown in Figure 3 supports this general result. 
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Faceted interfaces grow layer-by layer by a lateral growth mechanism [96], which proceeds through 
the incorporation of adatoms into atomic steps; adatoms are incorporated at the step edges; and thus steps 
advance across the SLI, as shown schematically in Figure 5. On a vicinal interface, steps advance one 
after another in step flow. Ledge growth and step flow processes have been observed in real time by high 
resolution TEM [97] and MD simulations [98]. If the impinging flux is too high or the terrace size is too 
large (a low nucleation rate of steps and/or high surface diffusivity), two dimensional islands are 
nucleated first, but subsequently these islands also expand by step flow growth. Blasé and Zangwill [96] 
theoretically analyzed this wandering step flow growth and showed that there is a possibility of 
morphological instability when there is an imbalance in the attachment to steps of adatoms from the upper 
and lower terraces. If there is a larger surface flux of adatoms from the lower terrace than that from the 
upper terrace, step fluctuations are amplified during growth, resulting in a waveness or wandering of 
steps. This unstable growth regime is located between stable step flow and 2D nucleation in a phase 
diagram of the growth mode as a function of impinging flux and as a function of step spacing. 

 
Figure 5. Schematic view of a vicinal surface during step flow growth [96] 

Solute trapping at the SLI is a common phenomenon observed during rapid solidification. It is 
described theoretically in terms of a superposition of two reactions at the interface, the attachment of 
atoms independent of species at lattice sites, and solute-solvent redistribution across the interface by inter-
diffusive process. The ratio of solute concentration in the growing solid to that in the liquid at the 
interface is known as the nonequilibrium partition coefficient, which depends on the SLI velocity. 
Experiments demonstrated that that a greater degree of solute trapping at (111) is due to the lateral speed 
of (111) ledges for a (111) interface being greater than the lateral speed of ledges for (100) interface 
moving at the same velocity [99]. The effect of solute trapping on interfacial undercooling and growth 
kinetics of flat plane is analytically analyzed [100]. It is predicted that solute trapping causes significantly 
interfacial undercooling compared to solidification without solute trapping. In ordered intermetallic 
compounds, disordering trapping has been predicted and observed in the rapid solidification [101]. In 
systems that undergo either solute or disorder trapping, a transition from short-range diffusion-limited to 
collision-limited growth occurs, which originates in the reduced driving free energy for the formation of 
such metastable materials, resulting in three orders of magnitude change in the interface mobility. 

The effect of anisotropy of interface kinetics on the stability of step flow forming a vicinal interface 
was studied [102] and it was found that step motion on a growing vicinal interface can induce its own 
stabilization with respect to the formation of step bunches. This kinetic stabilization results from the 
motion of the steps relative to a stagnant solution. Kinetic stabilization perturbation occurs for higher 
growth rates and smaller perturbation wavenumbers, whereas conventional capillarity-driven stabilization 
occurs for larger wavenumbers. 

The effect of a parallel shear flow and anisotropic interface kinetics on the onset of (linear) instability 
during growth from a supersaturated solution is analyzed including perturbations in the flow velocity 



 

 15 

[103]. It is found that a shear flow counter to the step motion (positive shear) enhances stability. For 
sufficiently large shear rates the interface is morphologically stable. For sufficiently low supersaturation, 
the interface is stable for positive shear and unstable for negative shear. A critical negative shear rate is 
also found for which the interface becomes unstable as the magnitude of the shear rate increases. 

Morphology instability of atomic step motion was observed on Si (111) surface in situ [104]. Step 
wandering was observed when the surface flux to or from the terrace preceding a step dominates over the 
surface flux to or from the terrace that lags behind the step. The wavelength associated with the 
wandering of an initially straight step is measured as a function of the impinging flux. The amplitude of 
wandering for a circular step is measured as a function of the terrace size. These quantities showed 
reasonable agreement with the predictions from linear stability theory. 

Rough interfaces with high interfacial energies will transform to a zigzag faceted interface bounded 
by low interfacial energy (111) planes. Because the (111) planes typically have the lowest surface energy, 
a zigzag-faceted interface bounded by (111) planes is expected to form at the SLI of rough growth planes. 
As one possible formation mechanism of a zigzag-faceted interface, it was considered that atomic-scale 
facets are initially formed, which gradually enlarge to macroscopic facets during crystallization. Recently, 
the zigzag-facet formation at the Si (100), (110), and (111) SLIs has been investigated by in situ 
observations [105, 106]. In the case of the Si (110) and (112) SLIs the morphological transformation from 
planar to zigzag was observed at high growth velocities, however, a planar interface was maintained at the 
Si (111) interface. Figure 6 shows that temperature perturbation can cause SLI morphological instability. 
The results demonstrated a universal behavior that a zigzag faceted SLI is formed when the temperature 
gradient at the interface becomes negative at a high growth velocity over a critical value. 

 

Figure 6. Schematic illustration of an SLI and the thermal field at the SLI when a zigzag faceted interface 
is formed during unidirectional growth. Initially the temperature gradient was positive in the growth 
direction because crystal growth was initiated from an unmelted seed crystal. A negative temperature 
gradient formed locally in the Si melt owing to the latent heat when the growth velocity is higher than its 
critical value. 

In alloys the inhomogeneous solute segregation induced by natural convection and melt solid 
interface shape [107] causes an inhomogeneous supercooling at the SLI, i.e., a temperature perturbation at 
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interface. Hurle et al. [90] proposed a formation mechanisms of faceted interface due to constitutional 
supercooling by this process: lateral segregation and micro-facet formation. This is consistent with the 
temperature perturbation mechanisms observed in Si [106]. There are a number of experimental 
observations the effect of applied magnetic fields [14, 108-110] and growth rates [111] on interface 
morphological instability. It is found that growth rate affects the growth direction [111]. At low growth 
rate, germanium grows ahead of the average solid-liquid interface, in the (100) direction. At high growth 
rate, the solidification mode changes, and grows in <211> directions. Different growth direction causes 
different twin structures. Applying a magnetic field is an effective method to improve the growth 
interface and the quality of crystal during solidification. Oscillatory convection in a moderate length 
cylindrical cavity with the Bridgman method could be damped by the action of a vertical magnetic field 
[112]. It was found that under microgravity conditions rotating magnetic fields could be used to 
overwhelm residual buoyancy induced convection and to control the uniformity of the solution zone 
composition at the growth front without appreciable modification of the growth interface shape by means 
of numerical simulation of THM growth of CdTe [109, 113]. 

In summary there are a number of factors such as capillarity, temperature gradient, melt convection, 
solute trapping, solute segregation, growth kinetic anisotropy, growth rates and applied magnetic fields 
which affect the morphological instability of a typical SLI during crytal growth. The morphological 
instability of an SLI could be categorized into three types, i.e., constitutional supersaturation instability, 
crystallization flow induced local instability, and microscopic growth mechanism induced instability, 
which were also recognized by scanning electron microscopy observation of the CdTe crystals [114]. All 
interfaces could be described by (111) steps, but step density and step growth kinetics depends on the 
interface orientations. To predict the interface growth kinetics and interface morphological instability, we 
need to understand the effect of growth conditions such as local concentration, temperature, melt 
convection, and stresses on the nucleation rate of steps and impinging flux. 

4.2.2 Defect Generation during Crystal Growth 

Once the morphology of flat interfaces becomes unstable, the crystal grows in different modes. 
Cellular growth, zigzag growth, growth direction changes, and new grain nucleation and growth are often 
observed in experiments. Different growth modes may be accompanied by the formation of different 
defects such as inclusions, growth twins, dislocations, deformation twins, and grain boundaries. 
Experiments suggested that interface morphological instability not only affect the SLI shape, but also 
defect generation during crystal growth, therefore, the material’s mechanical, optical and electrical 
properties. 

Almost all of the detector-grade CZT produced today is grown from Te-rich melts and the resulting 
ingots contain large concentrations of Te-particles, as inclusions or precipitates [88, 115, 116]. The 
typical diameters of Te-particles formed in CZT are in the 1 to 50 µm range. The average diameter of Te-
precipitates is 10 to 30 nm. It is believed that inclusions originate from morphological instabilities at the 
growth interface [39, 91]. As micro-facets form and grow on the interface, cellular interface structures 
form that depend on the SLI orientations and local growth conditions. The faceted SLI traps excess 
solutes via a direct capture mechanism. As a result, Te-rich melt droplets are captured from the boundary 
layer ahead of the SLI. The pattern of Te-particles depends strongly on both the SLI morphology (which 
is dependent on the SLI orientation) and on the solute concentration near the SLI. Figure 7 shows regions 
of as-grown CZT and CdTe SLIs. The brighter portions are the Te-rich alloy captured by a quench to 
freeze-in the SLI structure, while the dark regions are the as-grown CZT or CdTe solid [115]. Trapping of 
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Te-rich droplets near the interface and, hence, formation of Te-particles in CZT or CdTe due to irregular 
interface is clearly evident from Figure 7. 

   
(a) (b) 

Figure 7. (a) Te-inclusions formed near a CZT growth interface [115] and (b) CdTe growth fingers (dark 
blue) in Te (light blue) showing similar crystallographic instabilities and Te inclusions (PNNL). The 
CdTe growth fingers in (b) are oriented in the (110) crystallographic direction, which is the fast growing 
direction for CdTe. The growth fingers pinch off Te-droplets that become Te-particles. 

Due to the retrograde slope of the solidus line in Cd-Te phase diagram [116] and Te segregation on 
defects such as grain boundaries, twin boundaries and Te-rich inclusions, small precipitates are formed 
during cooling. The nucleation and growth of Te-precipitates is controlled by atomic diffusion. Specific 
sites along the grain boundaries and twin boundaries were seen to act as preferential nucleation sites (i.e. 
triple junctions of grain boundaries, jogs in the twin boundaries) [117-120]. Experiments show good 
correlation between the spatial distribution of Te-particles and existing dislocation networks (chuck’s 
work). 

Extremely low critical resolved shear stress (CRSS) near the melting point is an intrinsic property of 
zincblende structures. For example, the CRSS for CdTe is about 0.2 MPa above 1273 K. This implies that 
the nucleation of dislocations has very low barrier, evidenced by the fact that it is almost impossible to 
grow big dislocation free CdTe crystals. Experiments show a massive increases in dislocation density 
after the formation of a cellular interface due to the stresses associated with the crystallization following 
migration of the trapped liquid droplets [121]. Dislocation emission from large Te-particles is also 
observed [88]. In addition, crystal growth under industrial conditions often involves large thermal 
gradients and thus generates thermal strains and residual stresses during cooling and/or in the final 
product. These stresses may cause dislocation nucleation and motion, and dislocation network formation 
[122]. Combining the thermal stress in a cylindrical growing crystal with the basic <110>(111) glide 
system of the zincblende structure the Schmidt contour can be theoretically calculated [123] and shows 
that the stress relaxes by radial glide along <110> directions. This was very clearly demonstrated 
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theoretically and experimentally for GaAs by Jordan et al. [124]. Billig discovered that dislocation density 
of Ge crystal was correlated with the imposed temperature gradient [125]. A theoretical formula was 
developed to estimate the critical temperature gradient which is needed to exceed the CRSS for 
dislocation multiplication in III-V and II-VI compounds [126]. It is found that the critical temperature 
gradient is 1 to 2 K per crystal length compared to the crystal diameter. Hence controlling the temperature 
field at all stages of crystal growth is of essential significance. 

  
Figure 8. Photograph of a 92-mm diameter 4-kg CZT ingot grown by the EDG technique using Cd partial 
pressure control and a radial slice of the same [88]. 

The stacking fault energy in zincblende structures is also very small. The first principle calculation 
show that the stacking fault energy is about 0.1 J/m2 for CdTe. Therefore, the twin is common defects in 
growth crystal with zincblende structures [90, 127-134]. Figure 8 shows the twin structures observed in 
CZT. Twin formation in the zincblende lattices, which is closely related to interface morphological 
instability: facet formation is specified by a rotation of the lattice by 60 degree about a <111> axis, the 
twin lying on the orthogonal (111) plane. Hurle [127] proposed a mechanism of twin formation during 
Vertical Bridgman Growth, which suggested that when facets can intersect the three-phase boundary 
(TPB) (crystal, melt and ambient) twin nucleation might take place preferentially at that boundary. It also 
found that a twinned nucleus is thermodynamically favored when the supercooling exceeds a critical 
value given by )]/()[/( 0

eeemTc AAAHhTT −Δ= σδ  where eA is the work of formation of a truncated 

nucleus intersecting the TPB, HΔ  is the latent heat of fusion, and H is the height of the step. Figure 9 
shows another model of parallel-twin formation at crystal-melt interface during crystal growth. When a 
twin boundary is accidentally formed on a (111)-facet plane, another twin boundary is formed parallel to 
the first twin after lateral growth is promoted [89, 135]. Twin nucleation at TPB was observed [89, 127, 
136, 137]. Experiments show the influence of polarity on twinning [138]. Like dislocations, the residual 
stresses associated with temperature gradient and internal stresses around defects may also induce the 
twin nucleation and growth [133, 134, 139-144]. 
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Figure 9. Model of parallel-twin formation at (111) faceted crystal-melt interface during crystal growth.  

In summary, the formation of defects is directly related to the interface morphology. Therefore, it is 
crucial to understand the effect of growth conditions, which include the seed crystal orientation, conical 
growth angle, temperature gradient, composition gradient, temperature and composition fluctuation, 
facets size, melt supercooling, melt convention, and applied magnetic fields, on interface morphological 
instability, interface morphology evolution of unstable interface, and defect nucleation and growth in 
order to made high quality crystals. 

4.2.3 Mesoscale methods of crystal growth and defect evolution 

Mathematically microstructure evolution can be formulated as moving boundary problems. 
Historically these “Stephan problems” or moving boundary problems have been challenging from a 
computational point of view, but recently a number of new computational methods have been developed 
to numerically solve them. According to the description of interfaces, these methods can be classified as 
sharp interface and diffusive interface methods. The sharp interface methods including the front-tracking 
[145], volume-of-fluid [146], and level set [147] methods need to track the interface during simulations. 
The front-tracking algorithm can be used in conjunction with adaptive mesh refinement near the interface, 
but it is difficult to apply it to dynamic interfaces that undergo complicated topological changes. Volume-
of-fluid methods have the advantages of conserving mass by explicitly tracking volume fractions for each 
cell, but reconstruction of interfaces from volume fractions and calculation of associated geometric 
quantities, such as the interface curvature are not straightforward. This is particularly true in the 3D 
simulations. The level set method can easily handle complex geometries, but it suffers from mass 
loss/gain problems if more complicated methods based on the volume-of-fluid or front tracking 
approaches are not implemented. The diffuse-interface method such as the phase-field approach does not 
require explicitly tracking the moving interface. The approach, originally developed by Cahn and Hilliard 
[148] in the 1950s, is based on the concept of a diffusive interface that can be defined in terms of a 
density, structure or composition field (i.e., a phase field) that changes smoothly from one phase to the 
other over an interface zone with a non-zero width, w. In this manner, numerical difficulties associated 
with the boundary conditions at the sharp interfaces are avoided, and no explicit interface 
tracking/capturing is required. The microstructure evolution is described by diffusive relaxation (Cahn–



 

 20 

Hilliard [148]) of conservative phase fields or direct relaxation (Allen–Cahn [149]) of non-conservative 
fields. The main advantage of the phase-field method is the fact that it can model complicated 
microstructures with multiple phases and defects without prior assumptions. Furthermore, it is possible to 
incorporate the contributions of temperature gradients, melt convection, and long-range elastic 
interactions due to formation volumes of defects.  

The phase-field method has become a powerful tool to simulate microstructure evolution in materials 
[150], a subject of both fundamental and applied interest [151], and more generally used to tackle free-
boundary problem. In principle, simulating the evolution of complex morphologies in two and three 
dimensions is straightforward with phase-field method [150, 152, 153]. However, for a material process 
involving mass and heat transfer, making quantitative predictions on experimentally relevant length and 
time scales [154] is a challenge. This challenge stems from the fact that important model parameters such 
as the width of the diffuse interface and characteristic dissipation time scales in phase-field simulations is 
simply not feasible in order to describe the thermodynamic and kinetic properties of a real physical 
system. With such a set of parameters, both the width W of the diffuse interface and the characteristic 
dissipation time t in the phase field kinetics are usually microscopic: W is a few angstroms and t is 
roughly the ratio of W and the thermal velocity of atoms in the materials. In contrast, diffusive transport 
of solute in bulk phases occurs on macroscopic length and time scales that are several orders of 
magnitude larger than W and t, respectively. Therefore, resolving both microscopic and macroscopic 
length/time scales in phase field simulations for typical experimental length and time scales is 
impractical, even with efficient algorithms. During past two decades, great progresses have been made in 
quantitative phase field simulations of microstructural evolution in solidification [154-157]. Atomistic 
simulations make it possible to provide accurate thermodynamic and kinetic properties such as interfacial 
energy of melt-crystal interface [158-162], crystalline anisotropies [163-165], interface kinetic properties 
[166-169], and crystal nucleation [170-175]. The availability of these properties is critical for quantitative 
modeling of solidification microstructures. Quantitative phase-field models [154-156] have been 
developed which can use large length and time scales without loss of interface physics. Melt convection is 
taken into account in phase-field models by coupling lattice Boltzmann method to efficiently solve the 
fluid flow [176-178]. The detail on the progress of quantitative phase-field models can be found in review 
papers [154, 157]. 

4.2.3.1 Mesoscale modeling of interface morphological instability 

Experiments and theory show that many factors, such as anisotropy of interfacial energy and 
mobility, solute trapping, temperature gradient, concentration gradient, melt convection, and defect 
nucleation, affect the interface morphological instability. Interfacial properties can be calculated by 
atomistic simulations such as first principle calculation, molecular dynamics and kinetic Monte Carlo 
simulations. Compared with sharp interface methods, one advantage of phase-field models is that it is 
able to take into account any complex anisotropic interfacial properties which are important for correctly 
describing new phase nucleation and the equilibrium morphology of microstructure as well as the 
microstructure evolution kinetic. For cubic symmetrical crystal such as fcc, atomistic calculations have 
established that accurate parameterization of interfacial energy anisotropy !! "!#  generally require two 
anisotropy parameters associated with both four- and sixfold anisotropy terms: 

 !! "!#=!$ %+"%!%!! &"#+#'!'!! &"#!
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where and are the spherical angles of the interface normal, represents the orientation-averaged 

interfacial free energy, and and parametrize the strength of the four and sixfold anisotropy cubic-
harmonic functions and [163]. This anisotropic interfacial energy is widely used in phase-field models for 
predicting dendrite growth during solidification [157]. Due to slow growth rate during unidirectional 
crystal growth, faceted interfaces and sharp corners are often observed in SLI. This means that interfacial 
energy is a function with cusps or non-convex. With the classical interfacial energy formulation, the 
phase-field evolution equation becomes ill-posed for the sharp interface case (i.e., the interfacial energy 
function has cusps and/or is non-convex). Various attempts have been made to extend phase-field models 
to strongly anisotropic (non-convex) interfacial energy [179-182]. Torabi el at. [183] reformulated the 
classical anisotropic energy formulation. The phase-field model can describe the growth of faceted 
interfaces. Phase-field models of dislocation dynamics [184, 185] use a strong anisotropic interfacial 
energy formulation which can describe a sharp interface with zero interfacial energy. These interfacial 
energy formulations could be important to describe the step and faceted interface in phase-field models of 
SLI evolution during crystal growth. 

Nucleation processes play a critical role in the formation and evolution crystal microstructures, 
particularly in the context of step formation, growth direction selection, grain refinement, formation of 
precipitates, dislocations and twins. Nucleation is generally believed to be one of the most difficult 
processes to model. The formation of a critical nucleus is controlled by the energetic competition among a 
bulk free energy decrease which is proportional to the nucleus’ volume, an interfacial energy increase 
which is proportional to interfacial area, and long range interaction energies such as elastic interaction etc. 
A critical nucleus is defined as a fluctuation of the composition or order parameter that results in the 
minimum free energy increase among all fluctuations leading to nucleation, i.e., the saddle point 
configuration along the minimum energy path (MEP) between the metastable initial phase represented by 
a local minimum in the free energy landscape and the equilibrium phase represented by the global 
minimum. The formation of a critical nucleus requires overcoming the minimum thermodynamic barrier. 
According to classical nucleation theory, the nucleation rate, which determines the particle density as well 
as the resultant microstructure, depends on the magnitude of the nucleation barrier, which usually changes 
with time and space. Therefore, a method should have the capability to correctly describe the energetic 
competition, nucleation barrier and nucleation rate in order to model the nucleation process. The phase-
field approach can correctly describe the energetic competition during microstructure evolution. The 
morphology and concentration or order parameter profiles of a critical nucleus can be predicted. 
Homogeneous nucleation theory in unary and binary alloys was developed for the phase-field model 
[186]. Nucleation is incorporated into the simulations by including white noise into the governing 
equations of amplitude that forces nucleation in the spatial and time windows used or by introducing 
critical fluctuations based on the local composition. Phase-field models have been used to study the 
thermodynamic information of nucleus such as morphology, concentration profile and nucleation barrier 
of critical nucleus [187-189]. Based on classical nucleation theory, homogeneous nucleation process was 
integrated into phase-field simulations of phase separation in alloys [190]. Warren et al. extended the 
homogeneous nucleation theory to heterogeneous nucleation by introducing the wetting properties at 
interfaces into phase-field models [191].  

It is believed that melt convection near an SLI strongly affects the interface morphology stability. 
Since solving the Navier-Stokes equations is time consuming because fluid incompressibility has to be 
ensured. The govern equations (fluid mass and momentum conserve equations) of fluids can also be 
described by Boltzmann equations [48-50]. Boltzmann equations use distribution functions to represent 
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fluid behavior, and can be solved by lattice Boltzmann methods (LBM). The lattice Boltzmann method is 
presently a well-established tool to simulate fluid flows, especially flows in complex geometries. It can be 
easily modified to account for the thermal transport due to convection and diffusion, and buoyancy forces 
can also be incorporated without any problems. Other advantages of the method are its good stability and 
the ease of parallelization. Therefore, it seems natural to combine phase field model and lattice 
Boltzmann approaches for simulations of dendritic growth in external flows. Some attempts in this 
direction were made in Ref. [176-178]. A composite phase-field lattice-Boltzmann scheme is used to 
simulate dendritic growth from a supercooled melt, allowing for heat transport by both diffusion and 
convection. The phase-transition part of the problem is modeled by the phase-field approach of Karma 
and Rappel, whereas the flow of the liquid is computed by the lattice-Boltzmann-BGK (LBGK, referring 
to Bhatnagar, Gross, and Krook [192]) method into which interactions with solid and thermal convection 
are incorporated. Phase field models also take the effect of solute trapping and stresses on microstructure 
evolution into account [193-195]. 

From the survey of phase-field capabilities, we can see that all the important factors such as 
anisotropy of interfacial energy and mobility, solute trapping, temperature gradient, concentration 
gradient, melt convection, and defect nucleation, which may affect the interface morphological instability, 
can be taken into account in phase-field models. However, most phase-field simulations of SLI 
morphological stability focus on dendrite growth during solidification. For example, the effect of 
temperature gradient, solute trapping and growth rate on the interface morphology transition from flat to 
cellular were studied in Ni-Cu alloys during unidirectional dendrite growth by phase-field model [196]. In 
the simulations, temperature gradients of 2.5 x 104 K/cm to 3.0 x 105 K/cm and growth rates of 10-3 cm/s 
to 3.5 cm/s are considered. These growth conditions are few orders of magnitude higher than that (about 
10-6 cm/s) during CZT crystal growth in typical vertical gradient freeze (Bridgman) growths [3]. In 
addition, the interface microstructures, which are important for interface morphological instability and 
defect generation during crystal growth, are often neglected during dendrite growth modeling. 

Modeling SLI morphological instabilities during crystal growth is a big gap. How to extend existing 
mesoscale simulation capability to explore SLI morphological instabilities is a future research direction. 
One of challenges could be how to integrate step nucleation and growth into mesoscale models. 

4.2.3.2 Mesoscale modeling of defect generation during crystal growth 

Unidirectional crystal growth (Bridgman type growth) [91] is characterized by an imposed growth 
rate in a positive temperature gradient. The growth conditions are chosen such as to avoid nucleation of 
the product phase in the melt phase, to stabilize the SLI, to eliminate the defect nucleation and growth, 
and to obtain a macroscopically flat interface and high quality and large grain crystal. The ultimate goal 
of mesoscale modeling is to fundamentally understand the effect of growth conditions on the interface 
morphological stability of the SLI and defect generation during growth and annealing. During past four 
decades, there are intensive investigations of dendrite growth during solidification using phase field 
approaches and sharp interface methods [157]. The growth of unidirectional crystal growth structures, 
especially the interface morphological instability and defect generation during growth, remains 
comparatively less understood than that of dendrite growth. However, there are some starting simulations 
of the columnar growth of complex cellular/ dendritic array structure [197-199], faceted growth [200-
203], multi-grain growth [202, 204], precipitate evolution [205, 206], and twin formation [206] during 
unidirectional crystal growth by phase-field method, level set method and hybrid sharp interface and 
diffuse interface methods. 
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 Russo et al. developed a level set method for the motion of faceted interfaces in a polycrystal in three 
dimensions [202]. For given interface kinetics the model can capture the evolution of faceted interfaces as 
shown in Figure 10 [202]. The effect of adatom concentration and concentration fluctuations on the 
evolution of faceted interface was integrated into the level set model for modeling epitaxial growth 
kinetics [207]. One feature of this model is that steps are introduced by nucleation probability as a 
function of adatom density from kinetic Monte Carlo simulations. In addition, recent progress have been 
made to model the effect of melt convection, temperature and solute concentration on dendrite growth in 
pure materials and alloys using hybrid lattice Boltzmann, fixed-domain method, level set, and autoculaller 
methods [208-210]. 

 

Figure 10. Evolution of nine needle-shaped crystals [202]. 

A phase field model with strongly anisotropic interfacial energy proposed by Torabi et al. [183] was 
successfully employed to simulate the faceted cellular growth in three dimensions [203]. Figure 11 shows 
the faceted interface evolution. Simulation results show that a linear relation of undercooling and growth 
velocity when the shape selection is completed at the late stage of the evolution but a nonlinear relation 
holds during the shape selection stage. During the facet cellular formation the crystal-melt interface is 
kept isothermal although the interface is sawtooth and areas with negative temperature gradient appear in 
the melts particularly at the ravine bottom of the sawtooth interface. It clearly demonstrates the capability 
of the phase field model in simulating the whole formation process of the faceted cellular and local 
temperature evolution. Phase-field models were also used to simulate the evolution of cellular structures 
in GeSi single crystal growth as a function of process parameters [199]; the growth competition of two 
grains with orientations (110) and (100) during directional solidification of silicon [204]; a step flow in 
epitaxial growth [211], and the effect of a coherent (111) twin plane on a <110> twinned dendrite tip 
[205]. 
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Figure 11. Morphological evolution during the faceted cellular growth obtained from phase-field 
simulations [203]. 

Defects observed in growth crystals nucleate and grow not only at melt and crystal interface during 
growth but also during cooling and annealing process. Te precipitates are one of main defects that form 
during the cooling process of as–grown crystals and have profound effects on electronic properties of 
CdTe. Many factors such as the diffusion of intrinsic point defects (vacancy, interstitial, and antisites), 
internal stresses around the precipitates associated with the lattice mismatch between the precipitate and 
matrix, thermal stresses due to temperature gradients, extended defects (dislocations, twin and grain 
boundaries), non-stoichiometric composition, and the thermal treatment processing might all affect the 
formation and growth/dissolution of Te precipitates. A quantitative phase-field model for investigating 
the stability and evolution of a Te-precipitate in a Te-rich CdTe crystal during cooling and post heat 
treatment was developed [212]. The system is assumed to be three-phase (matrix CdTe, Te-precipitate, 
and void) equilibrium. With the thermodynamic and kinetic properties from experimental phase diagrams 
and thermodynamic calculations, the model enables one to study the effect of cooling rate, thermal 
stresses, and grain boundaries on Te-precipitate and void evolution kinetics. More recently, the thermal 
stress induced nucleation and growth of twins have been modeled by phase-field model [206]. The model 
assumes that twin nucleation, growth and de-twinning is a process of partial dislocation nucleation and 
slip on successive habit planes. Stacking fault energies, energy pathways (c surfaces), critical shear 
stresses for the formation of stacking faults and dislocation core energies are used to construct the 
thermodynamic model. There are more mature mesoscale mechanical methods to model dislocation 
evolution driven by internal and external stress fields [213-215]. 

4.2.3.3 Dislocation network formation 

Existing models of dislocation formation in CdTe and other compound semiconductors suggest that 
these defects are easily formed during crystal growth [216] and that certain aspects of their production 
and geometry can be established with some precision [213-215, 217, 218]. However, the task of 
predicting dislocation structures formed during CdTe or CZT growth has not yet been achieved. 

Discrete dislocation dynamics (DDD) is a mesoscale tool [219-228] that can be use for improved 
models of dislocations in CZT during solidification and crystal growth. Recent research [229] indicates 
that random dislocations can be assembled into a dislocation subgrain network using these methods, 
which is appealing for CZT growth simulations. DDD methods treat dislocations as discrete line defects 
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with complete interaction forces and intersection results included in the computations. These methods are 
suitable for developing models of dislocation pattern formation in CdTe or CZT during crystal growth 
due to thermal stress fields and high-temperature annealing in the solid during growth. Essentially, by the 
time the growth has concluded and the CZT crystal has cooled the dislocation structures are expected to 
be fully at equilibrium, low-energy arrangements. Dislocation cells of about 100 to 1000 µm are typical 
for as-grown VGF CZT crystals [216]. 

Importantly, DDD methods can be incorporated into phase field models and finite element models so 
that these important structural defects can be treated in a consistent crystal growth model [230-234]. One 
aspect of dislocations in CZT, which is a polar material in this regard, is that dislocations carry electrical 
charges depending upon the details of their structure [216]. Although this may have a larger effect on 
electron-hole transport in these materials, studies of dislocation structure, which may be needed for more 
detailed atomic models, and require an interatomic potential (IAP) able to account for charge transfer. 

4.2.4 Research directions of mesoscale methods 

Crystal growth occurs on time and length scales that span many orders of magnitude. The most basic 
physical processes such as step nucleation and solute diffusion occur on the atomic scale, i.e., on length 
scales of the order of Å, and time scales that reflect the typical atomic vibration frequencies (i.e., 10-13 s). 
On the other hand, a typical grain might be up to hundreds of microns in size, and its growth can take 
hours or days. Moreover, some of the phenomena that occur during crystal growth are inherently 
stochastic in nature. Thus, modeling crystal growth presents an enormous challenge to theoretical 
physicists and material scientists. It is almost impossible to seamlessly combine the different time and 
length scales as well as the necessary fluctuations into a single model. Different models with different 
length and time scales are required to model crystal growth process. Methods linking or delivering 
thermodynamic and kinetic knowledge from lower length scale to upper length scale are required to carry 
out the multiscale modeling of crystal growth. Mesoscale methods act as the bridge between atomistic and 
macro-scale modeling. The mesoscale simulations focus on the morphological evolution of SLI and 
grains, and the generation of different defects during crystal growth. The development of predictive 
mesoscale methods requires the progresses in the following directions: 
1) Nucleation of steps, twins, dislocations and precipitates plays a central role in the evolution of SLI, 

grains, and defects. Existing mesoscale methods have very limited capability of handling the 
nucleation processes. The formation of a critical nucleus is controlled by the energetic competition 
among a bulk free energy decrease which is proportional to the nucleus’ volume, an interfacial energy 
increase which is proportional to interfacial area, and long range interaction energies such as elastic 
interaction etc. In addition, the formation of a critical nucleus is a statistical process where random 
distribution of potential nucleation sites and fluctuations of local fields are important. The mesoscale 
methods have to take into account the energetic competition, fluctuations, and statistical processes for 
predicting the nucleation processes. 

2) Strong anisotropic interface properties such energy and mobility of SLI, twins and grains, and long 
range interactions, including diffusion, heat transfer, melt convection, and elastic interaction are 
important thermodynamic and kinetic properties that govern the formation and evolution of 
microstructure and defects during crystal growth. Furthermore, the coupling among different defects 
and local fields is also important for predicting the microstructure and defect evolution. To integrate 
important physics into mesoscale models, the models require fine resolution to capture sharp 
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interfaces and small nuclei as well as resolution to capture long range interactions among different 
fields. Different mesoscale models are needed to be developed for predicting the following: 
a) SLI instability by considering step nucleation and lateral growth, solute trapping, and the effect of 

local temperature, concentration and melt convection. 
b) Growth kinetics of unstable interfaces and Te inclusions, such as cellular and zigzag growth. 
c) Formation of growth twins during unstable SLI growth. 
d) Formation of deformation twins and dislocations during unstable SLI growth. 
e) Precipitation during cooling. 
f) Dislocation network evolution during cooling. 

3) Mesoscale simulations of 3D microstructures and defect evolution are computational intensive 
processes. In addition, there are great challenges to solve the ill-posed microstructure evolution 
equations with sharp interfaces and possible large fluctuation in concentration, temperature, and 
convection fields. Therefore, efficient numerical methods are required to be developed. 

4) Mesoscale simulations predict the evolution kinetics of SLI and different defects. The microstructure 
and evolution kinetics can be directly compared with the experimental observations. Specific 
experiments characterizing the formation and morphology of SLI and different defects are required 
for validating and improving the mesoscale models. 

5) Quantitative mesoscale models are based on fundamental defect physics, defect energies, kinetic 
properties, and nucleation information at the SLI. Atomistic simulations of the following 
thermodynamic and kinetic properties are required for the quantitative mesoscale modeling: 
a) Anisotropic interfacial energy, particularly for alloys and ordered compounds. 
b) Anisotropic kinetic properties, particularly for step growth kinetics and solute trapping at ledges. 
c) Nucleation mechanisms of steps, twins, dislocations, and precipitates. 
d) Nucleation information of critical nuclei, such as energy barrier, critical size and morphology.  
e) Effect of local fields on the thermodynamic and kinetic properties. 

4.3 Atomistic Methods and Interatomic Potential Considerations 

4.3.1 Classical MD methods 

Because of large applications of molecular dynamics (MD) methods in materials science, a variety of 
techniques have been utilized over the years to develop reliable atomic potentials. The earliest classical 
potentials, mainly employed to study of liquids, only contained contributions from pair interactions. 
However, it was soon realized that pair potentials lack certain fundamental properties required for the 
accurate description of chemical and metallic bonding. One of the early successful attempts to include 
many-body effects was the introduction of the embedding functional [235], which depends on nonlinearly 
upon the coordination number of each atom. This development leads to the birth of the embedded atom 
method (EAM) [236, 237], which provides relatively accurate description of noble transition metals and 
their alloys, Tersoff potential formulism [238], which is based on the concept of bond order and has been 
applied to a large number of semiconductors, and Buckingham potential [239] or charge transfer 
potentials [240, 241] for oxides. 

Atomistic simulations are increasingly being used as a tool to predict properties of materials in 
systems, such as nanomaterials, where direct measurement is time-consuming or extremely difficult. The 
success of atomistic simulations depends critically on the fidelity of a specific model of interatomic 
interactions to the area of application. Interatomic potentials in metallic systems are typically derived and 
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optimized against a small number of validating experiments, and they necessarily work best for specific 
materials and phases. Thus, these potentials may accurately model one system and range of parameter 
space but be inappropriate for another. It is therefore essential that engineers and researchers know which 
interatomic potentials are available and how well they reproduce material properties of interest. 

To build and disseminate a database of interatomic potentials, evaluations, and reference data, we 
began by soliciting feedback from researchers in industry, government, and academia to ascertain which 
properties are most relevant for industrial design processes. Such properties include, but are not limited 
to, molar volumes, phase stability, microstructural information, thermodynamics of interfaces and 
surfaces, diffusion, and melting temperatures. Additionally, it is important to know how these quantities 
change with decreasing size, especially as nanoscale materials become increasingly important. This 
feedback has been incorporated throughout the project, and is reflected in the activities described below. 

4.3.2 Embedded atom method and variants 

For materials like metals, a widely used semiempirical potential is the embedded-atom method 
(EAM), which incorporated an approximation to the many-atom interaction neglected by the pair-
potential scheme [237, 242]. The EAM construction is based on the use of density functional theory, in 
which the energy of a collection of atoms can be expressed exactly by function of its electronic density. In 
EAM scheme, each atom is embedded in a host electron gas created by its neighboring atoms. The atom-
host interaction is described using the embedding function incorporating some important many-atom 
interactions. It is possible to describe and understand interatomic interactions at defects in terms of either 
the embedding function or the effective many-atom interactions that arise from it. Over the last 20 years, 
a number of other many-body potential models have been proposed and developed with very similar 
approach, such as the Finish-Sinclair model that is based on second-order moment approximation of tight-
binding [236, 243, 244], the glue model potential [245, 246] and the Sutton-Chen potentials [247]. As 
compared with pair potential, the EAM potential model overcomes several problems, such as the 
coordination independence of bond strength and the zero value for the Cauchy pressure for metals (C12 − 
C44 = 0). Currently, EAM potentials have been applied to study many aspects of materials behavior in 
bcc, fcc and hcp metals. In EAM, the total energy of a system can be described by 
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where ρi is the electron density of the host atom at the site of atom i, F[ρi] is the embedding functional 
describing the energy to embed atom i into the background electron density, and φij represents a pair 
potential between atoms i and j. The popularity of the EAM model is due to its underpinnings in quantum 
mechanics and mathematical and computational simplicity, which allows modeling of a system consisting 
of several millions of atoms, with recent simulations involving more than 109 atoms.  

Most EAM potentials have been developed for metals and their alloys, but are generally fitted to 

limited number of experimental data and ab initio calculations. These fitted potential parameters may not 
be adequate to describe phase spaces where the potentials were not “trained,” or far away from 
equilibrium states, thus exhibiting inevitable shortcomings. The EAM has been applied to a large variety 
of problems related to properties of metals, such as the structure, dynamics, phase transitions, vibrations, 
diffusion, and segregation. Some of the applications of the EAM appearing in the literature include bulk 



 

 28 

properties [248], grain boundaries [249], surfaces [250], alloys [251], defect properties [250, 252] and 
mechanical thermal dynamics properties [253]. In general, the potential parameters were optimized by 
adjusting the properties predicted by the potential to fit the experimental data, including the lattice 
parameters, elastic constants, cohesive energy and defect formation energies. In a recent application, the 
second-order elastic moduli and third-order moduli, as well as the cohesive energy and lattice constants, 
of a set of 12 cubic metals with fcc and bcc structures were used as input to obtain the corresponding 
potential parameters for these metals [254, 255]. The EAM is typically implemented in one of four 
different types of calculations: (a) energy minimization, (b) MD, (c) Monte Carlo (MC), or (d) 
vibrational-normal-mode analysis.  

The lack of explicit three-body terms makes conventional EAM inappropriate for systems where 
directional bonding is important, such as semiconductors and elements from the middle of the transition 
series. However, there has been an application of these potentials to covalent materials, such as Si, where 
a small modification of the mode was made to include these bond-bend forces [256]. The electron density 
of atom i includes more distant neighbors and angle-dependent density given by 
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where rij is the distance between two atoms i and j, θijk is the included angle between atoms j, i and k, and 
a is a constant to be determined by fitting to the share moduli. However, this potential has not been 
thoroughly tested and used. Recently, the angular dependence of interatomic interactions in the covalent 
materials is incorporated into the framework of the EAM potential, which is defined as Angular-
dependent EAM (A-EAM) potential [257, 258]. It is believed that the A-EAM potential retains all the 
properties of the pure elements as predicted by the original SW, Tersoff, and EAM potentials, which 
provides an advantage in eliminating the need for extensive testing and limiting the scope of the potential 
parameterization to only the cross-interaction between the elements for composite materials. The A-EAM 
potentials have been employed to study an Au–Si system, and the results are in good agreement with 
experimental data obtained for the enthalpy of mixing in the Au–Si liquid alloy and the Au–Si phase 
diagram. These initial investigations demonstrate the ability of the potential to provide an adequate 
description of the structural and thermodynamic properties of the alloy at different temperatures and in 
the whole range of compositions.  

4.3.3 Modified EAM (MEAM) potential and variants 

Although the EAM gives a more realistic picture of crystal properties than can be obtained by pair 
potentials, there are two assumptions. First, spherically averaged free atom densities represent the atomic 
electron densities, such that the potentials cannot accurately describe for the systems with a negative 
Cauchy discrepancy, particularly for hcp metals. Second, the host electron density is approximated by a 
linear superposition of the atomic densities of the constituents. These assumptions are too simple and 
cannot describe the actual situation well. Accordingly, Baskes modified the EAM to include directional 
bonding in the expression of electron density and applied it to silicon [256], a variety of cubic materials 
[259] and hcp materials [260], the so called MEAM potential. MEAM assumes that the energy per atom 
is a known function of the nearest neighbor distance in the reference structure for the element under 
consideration. An analytic form for the electron density at a given atom site arising from the other atoms 
and an analytic form for the embedding energy as a function of the electron density are also assumed. In 
this approach, the embedding function F(ρ) can be expressed as 
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where A is an adjustable parameter, Ec is the cohesive energy, and ρe is the electron density corresponding 
to the reference structure. The electron density at a given site is defined as the sum of term with s, p, d, 
and f symmetry from the neighboring atoms. By including these angular terms in the background electron 
density, the angular forces can be introduced into the model and the electron density can written as 
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where h= 0, 3 corresponds to s, p, d and f symmetry, respectively. For ρ(h)<<ρ(0), the electron density can 
expressed using Tyler expansion. However, it is convenient to chose the values of t(h) >0, satisfying the 
positive electron density required by Eq. (5). An alternative expression that processes the appropriate 
asymptotic value for ρ(h)<<ρ(0), h=1, 3 is given by 
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The MEAM potential has been applied to many cubic metals, as well as Si, including Ge, C, H, N and 
O. In principle, the potential can be adopted for modeling of systems with mixed type of bonding, such as 
Mo-Si [261], Au-Si [262], and Au-Si-O [263]. In addition, several MEAM potentials have been suggested 
to study oxides and semiconductors, such as SiO2 [264], Alumina [265] and SiC [266], with charge 
transfer between the components explicitly incorporated into the models.  

Similar to the MEAM scheme, several modifications to the potential form have been proposed. 
Pasianot et al. [267] added a new term in the form of total energy for the EAM to represent a many-body 
shear term related to bond angles in a global (average) sense. Zhang et al. [268] modified Johnson’s 
analytic EAM, in a similar way to Pasianot. They added a modified analytic energy term M(P) to the total 
energy expression for the EAM to express the difference between the actual total energy of a system of 
atoms and that calculated from the original EAM using a linear superposition of spherical atomic electron 
densities. The model was successful for calculating the vacancy diffusion mechanism for all bcc transition 
metals and the thermodynamic properties of their binary alloys. The second nearest-neighbor modified 
embedded-atom method (2NN EMEAM) formalism was proposed by Lee and Baskes [269], which has 
been used to describe a wide range of elements and their alloy systems and to explore many aspects of 
solid interfacial properties, especially the interfacial energy [270]. 
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 (a) (b) 
Figure 12. The calculated total pair correlation functions and structure factors using the AMEAM for 
liquid CdTe at 1375 K [271]. 

An analytic modified EAM potential (AMEAM) has been proposed for hcp metals [272] by adding 
one another energy modification term in the total energy expression. Two parameters α and β that 
describe the anisotropy of hcp structure were added. The AMEAM potentials have been applied to 
calculate the thermodynamic properties of Mg-RE alloys [273], hcp rare-earth metals and their properties 
of various defects [274] and the liquid structure of hcp chalcogenide metals and metal alloys [273, 274]. 
The calculated results have shown that these potentials reproduce exactly the observed c/a ratio and all 
five elastic constants for each metal considered. Based on the AMEAM approach, Dalgic et al. [271] 
developed the potentials for Cd, Te and CdTe, which may give a good description only for their liquid. 
The effective interatomic interactions were constructed by a combination of the AMEAM potential 
functions with improving of the Finnis-Sinclair (FS) effective potential approximation based on the man-
body approach [236] and used in their structural calculations at high temperatures. The static structure 
factors for pure metals and partial structure factors and pair distribution functions were calculated with 
one of the integral equation theory of liquids, namely variational modified hypernetted chain (VMHNC) 
theory which was successfully applied to metallic systems in the EAM calculations. The VMHNC results 
were compared with available experimental data, showing the reliability of the AMEAM for describing 
the structural properties of liquid Cd, Te and CdTe systems. The calculated total pair correlation function, 
gtotal(r), and total structure factor, Stotal(q), for liquid CdTe alloy are plotted in Figures 12a and 12b, 
respectively, along with experimental data for comparison. 

4.3.4 Analytical Bond Potential 

The most popular potentials for covalently bonded systems include Stillinger-Weber (SW) potential 
[275, 276] for Si and Ge, Tersoff potential for Si and C [238], as well as Brenner potential [277] for 
hydrocarbon systems. The main advantage of the SW potential is its simplicity and fairly realistic 
description of crystalline silicon. The SW potentials are basically Lennard-Jones-type potentials and 
modified to include the short-range nature and the angle stiffness of the covalent bonding. The SW 
potentials consist of two-body and three-body terms. The two-body term is given by 
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where dij is the bond length between atom i and atom j , and ε the cohesive energy per bond. a is a 
dimensionless parameter which represents the cutoff distance of the interaction. The three-body term 
corresponds to the angle distortion energy and is given by 
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where θijk is the angle between bond ij and ik. 
The parameters in the above equations should be determined so that some basic properties of the 

material are reproduced from the potentials, including the cohesive energy, the equilibrium lattice 
constant, and the elastic properties. SW potential has gained big popularity and was used in numerous 
studies. The main advantage of this potential is its simplicity and fairly realistic description of crystalline 
silicon. The SW potentials have been used for the simulation of the crystal growth [275, 278] and the 
calculation of dislocation energy [279-281]. The critical thickness calculations using the SW potentials 
have also been reported for Ge/Si [282, 283]. On the other hand, such atomistic simulations have seldom 
been attempted for III-V heterostructures. Khor et al. [284-287] proposed SW potentials for III-V 
compounds to simulate the critical thickness for InAs/GaAs, but the study of interatomic potentials for 
III-V materials is much less extensive than for Si and Ge. The main advantage of this potential is its 
simplicity and fairly realistic description of crystalline silicon. However, it has certain serious limitations 
or transferability problems. The three-body term defines only one equilibrium configuration, which is 
difficult to extend it to an element such as carbon that has various bonding environments with equilibrium 
angles of 180o, 120o, and 109.47o. Moreover, the build-in tetrahedral angle causes problem in many 
situations, such as the too low coordination in liquid, incorrect surface structures (surface relaxation 
cannot be reproduced) and incorrect energy and structure of small clusters.  

More realistic, so-called bond-order potentials (Tersoff type) have been developed for Si, Ge, C and 
covalently bonded semiconductors, such as SiC, GaAs and GaN. The construction of Tersoff potentials is 
based on the formalism of analytic bond order potentials, initially proposed by Abell [288]. The central 
idea for this type of potential is that the binding energy of atoms is calculated using pairwise nearest 
neighbor interactions that are, however, modified by the local environment with many-body 
approximation. Tersoff employed this idea to develop the bond-order potential for Si [289], C [290], Si-C 
[291], Ge and Si-Ge [291] structures. In Tersoff’s model, the interaction between atoms i and j, Vij, can be 
described by 

 !"# = $%!&"# " ! '!&"# "+("#! )!&"# "!
"

#
$  (10) 

The function VR(rij) represents the repulsive pairwise potential, while the VA(rij) describes the 
attractive bonding due to the valence electrons. The three-body term (bij), which moderates the attractive 
term, plays the role of the bond order, which is used to capture the effect on the strength of the bonds. The 
form of the bond-order term was chosen such that the energy per bond is a monotonically decreasing 
function of coordination. A short-ranged cutoff fc(rij) is used so that the forces smoothly go to zero at the 
first neighbor shell of the structure of interest. The repulsive and attractive terms are given by 
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However, other formulas are also used, such as Morse potentials, to describe the repulsive and 
attractive interactions [292]. The cut-off function, fc(rij), is used to restrict the pair interaction to the 
nearest neighbors and is defined as: 
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where R1 and R2 are adjustable parameters. It should be noticed that the second derivative of the cut-off 
function is discontinuous, and thus, the low-order algorithms should be used in the dynamics simulations. 
The three-body term, bij, is given by 
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where the angular function g(θ) is described by 
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where the labels i, j and k refer to the atoms with ijk bonds and rij and rik represent the lengths of the ij and 
ik bonds whose angle is θijk. The Tersoff potential works in a broader spectrum of situations than the 
Stillinger-Weber potential, however it is not exempt from problems. One of the biggest problems is 
perhaps that the fitting process is difficult: with six functions to fit and angular terms, finding a good 
parameterization is not an easy task. 

4.3.5 Outlook for CdTe and CZT 

In terms of CdTe, there are two many-body interatomic potentials for CdTe that are already 
developed, one with the Stillinger-Weber scheme [293], and the other with a Tersoff approach that was 
slightly modified for a potential [294] by Wang and Rockett. The SW potential for Cd-Te the interaction 
was fitted to bulk atomization energies, lattice constants, and melting temperatures, while the Cd-Cd and 
Te-Te potentials were determined by considering these elements arranged in a fictitious diamond 
structure with the same nearest neighbor separation as the actual elements. The authors argued that this 
artificial expedient seems necessary to construct Cd-Cd and Te-Te potential appropriate for use in a 
zincblende -structure alloy. The potentials were used to the liquid-vapor interface of CdTe by a Monte 
Carlo technique. The calculated heat of fusion and elastic constants agree well with experiments. The 
calculated surface tension is found to be about 220 ergs/cm2, in good agreement with experimental 
estimates. The surface region is found to be Cd rich, even though elemental Cd has a higher surface 
tension than elemental Te. Also, these potentials were employed to determine the melting temperature, 
the heat of fusion at melting, and on the relative phase densities with a particular emphasis on the melting 
line [295]. The results demonstrated that a liquid with a density slightly less than that of the solid and, 
hence, the pressure-temperature melting line has a positive slope. The pair-correlation structure of the 
liquid was determined and favorably compared to neutron-scattering data and to ab initio simulations. 
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The liquid-solid interface is discussed using density profiles and a short-range order parameter for models 
having principal orientations along <100>, <110>, and <111> crystallographic directions. 

More recently, Ward et al. [296] assessed the applicability of two potentials for MD studies of defect 
interaction and defect formation under thermomechanical conditions and identified a method to improve 
these potential models, namely the Stillinger-Webber (SW) format [275], and the Rockett modification 
the Tersoff potential (TR) [294]. A variety of elemental and compound lattices, defects, and surfaces 
performed using the two potentials were compared with those from experiments and/or ab initio 
calculations. The suitability of the potentials for disturbed configurations is also tested using melting 
temperature calculations and vapor deposition simulations. It was found that the existing SW and TR 
parameterizations of the CdTe potential both give incorrect lowest energy elemental Cd and Te structures 
and thus, cannot be used for Cd or Te simulations. Also, both parameterizations do not capture the lowest 
energy surface reconstructions of the zincblende CdTe compound. It is unlikely that the potential can be 
used to study structure evolution, defect formation, and defect interaction processes even for zincblende 
CdTe. The SW CdTe potential correctly reproduces the melting temperature, the lowest energy, and the 
crystalline growth for the ground state zincblende structure of CdTe, which suggests that SW potential 
can be used to study CdTe for specific properties. On the other hand, the TR CdTe potential predicts a 
wrong melting temperature and an amorphous growth of the zincblende CdTe, and a wrong B2 (CsCl) 
structure for CdTe. The Tersoff-Rockett parameterization, therefore, cannot be used for CdTe 
simulations. The Stillinger-Weber parameterization has reasonable elastic properties for open structures 
like zincblende CdTe, but significantly over predicts the elastic constants for closely packed structures. 
Consequently, simulations to study mechanical properties during high pressure and high density should 
be avoided with the SW parameterization. However, Ward et al. [296] suggested a two-step 
parameterization to improve the transferability of the TR potential beyond that of the SW potential. 
Further, full bond-order potentials were proposed to resolve many of the issues associated with SW and 
TR potentials [297, 298]. The model requires further testing for crystal growth simulations. 

We have begun testing a variety of CdTe potentials and some preliminary results are shown in Figure 
13 where we plot g(r) data from each of four potentials from equilibrated liquid models held at 1365 K 
for several picoseconds. The four potentials are VASP DFT code [299, 300], SW [293], a BOP [298], and 
a modified-SW potential developed at PNNL. The total g(r) data and partial g(r) data are shown. Table 1 
then lists the coordination numbers (Cik) computed from the total and partial g(r) data using an Rmin value 
of 0.365 nm. The CDN, or compositional disorder number, calculated from (CCdCd + CTeTe)/(2 CCdTe) 
indicates the degree to which the liquid is close to a random mixture, where CDN = 1, or to a zincblende 
solid, where CDN = 0. The CDN values for these potentials indicates that CdTe is a structured liquid at 
1365 K with a nearly tetrahedral coordination but with undercoordinated Te as expected. These are some 
of the measures that can be used to compare interatomic potentials for CdTe liquid structure. Other 
measures include Te-Te chain formation and various bond angle distributions. 

Table 1. Coordination Number Data for CdTe Liquid at 1365 K for Four Potentials 

Cik VASP SW BOP PNNL 
Total 3.50 3.48 3.60 3.50 
CdTe 2.63 2.43 2.54 2.50 
CdCd 1.12 0.83 1.10 0.86 
TeTe 0.62 1.25 1.01 0.96 
CDN 0.33 0.43 0.42 0.36 



 

 34 

   
 (a) (b) 

   
 (c) (d) 
Figure 13. Total and partial pair correlation data from four different CdTe potentials for an equilibrated 
CdTe liquid model at 1365 K. Shown in (a) is the total g(r), in (b) the CdTe partial, in (c) the CdCd 
partial, and in (d) the TeTe partial. This data was used to compute local coordination numbers for each 
and a compositional disorder number, CDN for each. 

4.4 Kinetic Monte Carlo methods 

Kinetic Monte Carlo (KMC) simulations and phase field models will enable to extend ab initio MD 
(AIMD) and MD simulations to the mesoscale. The key challenge in extending the time scale is to 
simulate a sufficient number of very fast events with small time steps (e.g. atomic diffusion jumps of 
interstitials) to reach steady-state, while still simulating the infrequent events with larger time steps (e.g. 
trapping and de-trapping of defects, defect annihilation, coalescence of small clusters and nucleation of 
second phase). The infrequent events are important, because they control nucleation and growth of second 
phase or precipitate and the overall microstructural evolution. In general, KMC simulations assume a 
lattice crystal and the atoms can move through lattice sites that are the elementary processes in a model 
system. To model the deposition and the diffusion on a surface or in a crystal, the probability of a 
diffusion process should be determined, which can be described by an Arrhenius equation, 
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where !0 is the attempt frequency, kB is Boltzmann’s constant, and ED is the diffusion barrier which differs 
for different processes. The timesteps in the KMC algorithm are obtained by summing over all possible 
processes 
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where P(" $ !) denotes the hopping probability from site " to site ! according to (14). Diffusion 
processes to any one of the nearest-neighbor sites are considered. 

The main steps in a KMC algorithm are outlined in Figure 14. The underlying principle in all KMC 
algorithms is the random selection of a process based on the transition probabilities of all processes, 
execution of the selected process (i.e., appropriately modifying the configuration of the system), and 
updating the time clock and the transition 
probabilities. In mathematical terms, the KMC 
method follows a discrete Markov evolution of the 
system with continuous time increments given by 
an exponential distribution. Each of the steps in 
the entire flowchart presents specific challenges. 
Subtle differences between different KMC 
algorithms originate from (1) the selection of a 
process and (2) determining the time increment 
after a process is executed. However, KLMC 
simulations require information on the migration 
energies of defects and entropies, binding 
energies, and interaction energies, as well as the 
initial distribution of defects produced and the 
initial microstructural features of the material. In 
KMC simulations, the underlying 
microstructural structure is decorated with 
mobile and immobile lattice defects (such as 
interstitials, vacancies and their clusters), and 
the simulations follow the migration and 
interaction of these defects on the crystal lattice and at interfaces. With various defect concentrations, the 
KLMC simulations can be used to determine the types of interfaces that will avoid defect accumulation 
and chemical segregation and those that promote phase transitions. In general, the necessary input 
parameters for KMC simulation can be obtained from the database of DFT and classical MD simulation 
results. The KMC results, which will also populate the database, can be compared directly to 
experimental data. Also, these simulation results on the initial stages of interface structures between liquid 
and solid, and free energies of interfaces with different defect concentrations will serve as inputs for the 
phase field model. KMC simulation is an efficient and established tool to obtain information about the 
statistical behavior of crystal growth on an atomic scale. 

Figure 14. Flowchart showing for a KMC algorithm, 
where shaded boxes denote computationally most 
expensive steps. 
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Previously, KMC algorithms are used for understanding growth kinetics in epitaxial systems [301, 
302]. A KMC model for the formation of liquid droplets, including an energy parameter simulating the 
surface tension, and a model for crystallite growth inside these droplets, taking into account the solute 
diffusion, has been developed [303]. The KMC models were employed to simulate the deposition of 
indium droplets on a glass surface and the subsequent formation of silicon microcrystals inside these 
droplets, as well as the influence of growth temperature, flux of incoming particles, surface coverage, and 
in particular an energy parameter simulating the surface tension, upon the morphology of growth. The 
simulations explain the formation of silicon crystal structures in good agreement with the experiment. The 
dependence of their shape and the conditions of formation on the growth parameters is investigated in 
detail. However, to obtain an understanding of the thermodynamics of liquid droplet formation on a 
substrate, the free enthalpy (Gibbs free energy), which describes the nucleation energy, needs to be 
determined. The free enthalpy can be obtained using MD simulations, with accurate interatomic 
potentials. Figure 15 shows an example of the formation of liquid droplets of indium on a molybdenum 
surface from the vapor phase, and the subsequent growth of silicon crystallites inside these droplets by a 
vapor–liquid–solid mechanism [303, 304]. 

Figure 15. The main steps of growth: (a) Indium droplet (red) on a molybdenum substrate surface (blue), 
(b) vapor deposition of silicon atoms (green) and diffusion into the droplet and (c) crystallized silicon 
inside an indium droplet [303]. 

The formation of facets during solid phase epitaxy regrowth (SPER) in Si has been explored using a 
lattice kinetic Monte Carlo approach [305]. In this model, the silicon lattice in the crystalline regions is 
introduced and assumes that the recrystallization rate dependence for different orientations on the quality 
of the available crystalline template is 
assumed. In particular, each atom in the 
amorphous phase needs to form two 
undistorted bonds with the crystal. This 
happens naturally for (100) oriented surfaces. 
For (110) surfaces, a cluster of two adjacent 
atoms in the amorphous phase is necessary 
for each atom to complete two undistorted 
bonds, and a cluster of three atoms is 
necessary for (111) surfaces. This is 
modeled using three different prefactors to 
simulate the different frequencies at which 
atoms in the amorphous phase join the 
crystalline one. Therefore, the lattice atoms 

Figure 16. Left: arrow tip formation during SPER of a 
thin fin (16x50 nm2). Simulation results (symbols) and 
the experimental amorphous/crystalline regrowth (line) 
after a 60 s, 600 °C annealing. Right: 3D view of the 
same simulation. 
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produce different crystalline planes growing with different planar velocities. In particular, the model 
explains the arrow tip formation during SPER of thin silicon fins typical for fin field effect transistors and 
the formation of trenches in rectangular-shaped amorphized regions in (001) and (011) silicon, caused by 
the distortion of the lattice by shear strain and propagated by (111) facets. Figure 16 compares the 
experimental amorphous/crystalline interface in thin-body silicon for a (100) substrate pattern in the (110) 
direction and surrounded by silicon oxide with the simulation results. After an implant and a 60 s 
annealing at 873 K, the regrowth is incomplete but the facets are already formed following (111) planes. 
Since the silicon is surrounded by Si/SiO2 interfaces, and these interfaces do not provide a suitable 
template for recrystallization, it regrows faster in the middle than at the sides. This physical effect is 
captured in the model without extra assumptions. Once the planes begin to form, they are pretty stable 
because recrystallization on (111) planes is very slow.  

Chopra et al. [306] developed an order-parameter-based Monte Carlo simulation of crystallization and 
phase transitions. The method relies on a random walk in order parameter "(qN) space to calculate a free 
energy profile between the two coexisting phases. The energy and volume data generated over the course 
of the simulation are subsequently reweighed to identify the precise conditions for phase coexistence. The 
usefulness of the method is demonstrated in the context of crystallization of a purely repulsive Lennard-
Jones system. A systematic analysis of precritical and critical nuclei as a function of supercooling reveals 
a gradual change from a bcc to an fcc structure inside the crystalline nucleus as it grows at large degrees 
of supercooling. The method is generally applicable and is expected to find applications in systems for 
which two or more coexisting phases can be distinguished through one or more order parameters. 

More recently, MC method has been developed to study stress control in polycrystalline thin films 
[307]. The diffusion of adatoms into grain boundaries (GBs) of polycrystalline thin film during vapor 
deposition affects the stress that develops and the film’s subsequent performance. Based on 
polycrystalline kinetic Monte Carlo simulations of Cu (111) thin films with In surfactant, a new 
mechanism of modifying the stress by controlling adatom diffusion into GBs through the use of 
surfactants is proposed. Figure 17 shows the atomic configurations of thin film surface, where there are 
about 110 000 sites in each surface layer, and the deposition ends with a coverage of 0.2 ML (or 22 000 
atoms). Without surfactant, the islands are large and their density is low. The random introduction of 
surfactant (or replacement of Cu by In) at 8% concentration on the top substrate layer leads to reduced 
islands size and higher island density. 
However, the study demonstrates that the 
surfactant slows down adatom diffusion 
and increases its concentration. As a 
result, the product of adatom diffusivity 
and concentration decreases as surfactant 
concentration increases. This product is 
proportional to the adatom flux to GBs, 
and its decrease leads to smaller number 
of disappeared vacancies in the GBs and 
thereby the reduction in compressive 
stress. It should be noted that the 
binding energies of atoms to GBs, migration energies of adatoms and interactions between Cu and In 
atoms are determined buy either ab initio calculations or molecular dynamics simulations with empirical 
interatomic potentials, which may present challenging for MC simulations to cover all possible transition 

Figure 17. Top view of the surface of a bicrystal substrate 
and 0.2 ML thin film (in the form of islands), without (a) 
and with (b) surfactants of 8% in concentration. Grain size 
L = 125 nm and temperature T = 300 K. 
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states over large potential surfaces and complex microstructures. 

4.5 Ab Initio Methods and Approaches 

4.5.1 Large Scale Electronic Structure Calculations 

The need to design high performance materials with properties tuned to perform targeted and more 
efficient processes will require a much larger dependence on molecular simulation for interpretation, 
impact assessment and design. While there is significant averaging involved in reducing the 
dimensionality and coarsening time resolution in these problems, the specificity of the atomic level 
chemistry is evident and essential to predicting the behavior of the system at the larger scales. The 
computational challenge of simulating such systems is to predict their behavior for very large scales while 
retaining information from the atomic level. The well-developed tools of quantum chemistry and physics 
have been shown to approach the accuracy required. However, currently there are only a few programs 
(e.g. NWChem) that can simulate up to a few thousand atoms at this level of accuracy. While these 
developments are impressive, these systems sizes are not large enough to simulate many important 
material systems such as grain boundaries, dislocations, cracks, nanoparticle inclusions, as well as 
nanoparticles, defected mineral surfaces. New methods, which can scale up current electronic structure 
calculation by 10- to 100-fold are needed. 

Although Density Functional Theory (DFT) methods and ab initio methods such as Møller-Plesset 
theory [308] are adequate to model complex materials systems, there are still significant limitations to the 
general application of these methods. DFT calculations require the self-consistent solution to N coupled 
three-dimensional (3D) nonlinear eigenvalue equations, where N is the number of electrons in the system. 
The solution to this problem requires expansion of the electron orbital in basis functions. The most 
common basis functions are either local atom centered functions or plane-waves (with pseudopotentials). 
These techniques produce useful results but both these methods suffer from the use of basis functions that 
do not have compact support, resulting in dense matrix operators that cannot be effectively parallelized 
beyond a certain size (i.e. for a basis of size Ng, 
Ng cpus can be used but the cost grows at Ng

3) 
and computationally intensive transforms 
which are difficult to implement efficiently on 
emerging petascale computers (Figure 18). In 
fact very few DFT and ab initio programs are 
known to scale beyond 1000 cpus. These 
fundamental limits to parallelization will result 
in severe restrictions to the size of the systems 
that will be able to be treated effectively in the 
near future. These problems are made even 
more difficult for applications that require 
numerous evaluations of the system energy, 
either to treat motion or to search for complex 
equilibrium structures. 

At present the scaling up of current DFT 
algorithms is primarily hampered by their use 
dense matrix operations which scale as N3. 

 
 

Figure 18. Parallel timings for Hybrid DFT of iron-
oxides
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These dense matrix operations are the result of these algorithms explicitly maintaining orthonormality 
between the N Kohn-Sham orbitals. Several approaches for maintaining orthonormality, which scale as 
N2, have been proposed [309]. In general, these algorithms use an inverse iteration (or Green’s function) 
strategy to define a subspace over an energy range that is then subsequently diagonalized. 

Even though a couple of groups [310-314] have implemented plane-wave methods that scale from 
1000-10,000’s of cpus (and even larger cpus for hybrid DFT) by using 2D parallel data decompositions 
over the number of electrons and plane-wave expansion alongside non-trivial efforts to mask latency. 
Ultimately, however, the scalability of these methods is limited by the scalability of the FFT algorithm, 
which is limited to O(Ng

1/3) processor (or processor groups),where Ng is the number of FFT grid points. 
The limitations of these standard solvers have motivated the development of various finite element 
method (FEM) and other real space solvers to the DFT and ab initio eigenvalue equations [2]. With the 
FEM method the quantum mechanical operators can be represented by O(Ng) sparse matrices, which can 
in principle limit the communications per processor to be O(1), making them excellent candidates for the 
next generation of solvers on emerging petascale computers. In addition adaptive FEM methods have 
been shown to be able to describe the multiple length scales present in the exact singular electron-ion 
potential by telescoping down to the singularity [315]. Despite the fact that FEM methods have been 
successfully applied to complex systems of modest size, present methods of solution have not been 
widely accepted on the grounds of accuracy and efficiency especially for a dynamical calculation. 
However, recent work using real space solvers by Norskov [316], Fattebert [317], Pask [318], Bylaska 
[315], and Harrison [319] and Goedecker [320] and others have shown promise. 

Given the advances in real space methods it seems sensible to pursue the development of new O(N) 
electronic structure approaches targeted towards large scale material systems. These methods are still in 
their infancy and a considerable amount of work will be to be done to make these methods feasible for 
large-scale CZT simulations. The essence of O(N) approaches is to eliminate the need for the costly O(N2-
N3) orthogonalizations by using a sparse a linear representation of the electronic structure problem. 
Currently, there are only a couple of programs which implement O(N) approaches. The most well known 
is the Siesta program. The approach used in Siesta is based on representing the N molecular orbitals as 
localized orbitals. Unfortunately, this approach has been plagued by several problems that have limited its 
use to expert users, including systems that can have multiple ground state solutions and the method’s 
sensitivity to the choice of localized orbitals. Further development may improve these types of localized 
orbital methods. Another approach that seems promising is the density matrix formulation. In this 
method, the solution to the non-linear electronic structure problem is represented using a density matrix 
instead of N molecular orbitals. With this type of approach large numbers of atoms can be treated on 
single cpus. Equally important, it can be combined with sparse iterative methods that contain a high 
degree of concurrency, making it ideal for use on current peta-scale and future exa-scale platforms. 
Additional functionality should be able to be built on top of this approach, including ab initio molecular 
dynamics, strong correlations via dynamical mean-field theory, core-hole spectroscopy, etc. 

Given these advances in real space methods it seems sensible to pursue the development of O(N) 
electronic structure approaches targeted towards large scale materials systems [321]. Additional 
functionality should be able to be built on top of these approaches, which include ab initio molecular 
dynamics, strong correlations via dynamical mean-field theory, core-hole spectroscopy, etc. We anticipate 
that these approaches will be based on sparse linear representations of the electronic structure problem, 
which will allow for large-scale simulations. For metallic systems, the O(1) metallic states near the Fermi 
level could be separated out using a Wannier orbital transform. With these approaches large numbers of 



 

 40 

atoms can be treated on a single core processor and equally important, they can be combined with 
preconditioned sparse iterative methods, which contain a high degree of concurrency making the ideal for 
parallel applications on current peta-scale and future exa-scale platforms. The approach will be based on 
the density matrix formulism, which eliminates the need for costly O(N2-N3) orthogonalizations. 

A drawback of these types of methods is that the crossover from traditional O(N3)-O(N2) to O(N) 
methods is so large that they will not become cheaper until very large systems that require very large 
computational resources. An alternative O(N) approach is to use Orbital Free Density Functional Theory 
(OF-DFT) [322-325]. This method has been shown to be able to calculate with modest computational 
resources 106 atoms. Unfortunately, despite over a decade of work, this method is still not accurate 
enough to calculate semiconducting systems reliably. It is uncertain whether this type of method will 
every become accurate enough to study CdTe and CZT materials, however, recent work on using non-
local potentials with OF-DFT may be worth exploring [326]. 

4.5.2 Accurate energies of charged defects 

There is considerable ambiguity regarding the energetics of native defects and their clusters in CdTe 
and CZT. It is generally thought that Cd vacancies and Te antisites (and a clustering of them) are the most 
important in CdTe and CZT. Moreover these defects are often charged. A crucial step in the 
understanding of these systems is to determine accurate structures and thermodynamics for these intrinsic 
defects. 

There have been many studies of defect and absorption energetics of CdTe and CZT using DFT [230, 
327-344]. Even though DFT has been very successful in predicting structures, properties and reactivities 
for a wide variety of molecular and solid-state systems, the accuracy of the defect energies from DFT has 
not been rigorously validated from experiment or higher levels of ab initio theory. This is due in part to 
the fact that only the most efficient DFT methods can be used because very large supercells (>64 atoms) 
are needed to achieve full three-dimensional relaxation. A cause for concern is the fact that a number of 
breakdowns are known to exist in lower levels of DFT, such as small band gaps, inability to localize spin 
or charge densities, positive energies of the highest occupied molecular orbital in anions, and low reaction 
barriers. 

The current consensus is that a number of problems associated with most approximate DFT 
exchange-correlation potentials can be attributed to their failure to completely cancel out the self-
interaction energy. This means that these approximations result in electrons partially seeing themselves. 
In mathematical terms, this means that approximate exchange-correlation functionals, Exc, do not satisfy 
the equation 
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for any one-electron density, ρ1 [345]. It is not known how much importance to place on these extra 
interactions. Experience has shown that many of the failures associated with the erroneous self-interaction 
term can be corrected by approaches in which the DFT exchange-correlation functionals are augmented 
with some fraction of exact exchange (hybrid DFT, e.g. B3LYP and PBE0) [313]. These methods have 
been fairly successful in many problems in molecular chemistry and solid-state physics. For example, 
they are able to yield localized charged states, which have posed problems for conventional DFT. They 
are also known to restore size consistency for systems where conventional DFT functionals are incorrect, 
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and they significantly improve the band gaps and spin structure of solids, reaction barriers and NMR 
shielding constants. 

Surprisingly there have been very few hybrid DFT calculations performed for native defects. This is 
likely the result of that hybrid DFT is significantly more expensive than conventional DFT. With the 
advent of machines that are 1 million times larger than current desktop machines along with recent 
algorithmic developments these costs should be able to be overcome quite readily. 

Besides hybrid DFT, even higher levels of electronic structure are becoming possible for the 
calculation of native defects [346]. Many methods of improving the level of approximation of the many 
electron Schrödinger equation have been proposed (e.g., MP2, or CCSD(T) or Quantum Monte Carlo 
methods) and been shown to provide sufficient accuracy. These approaches are extremely 
computationally intensive (e.g., the method considered to be most accurate for ground state calculations, 
MP2, scales as N5, where N is the number of electrons). Today QMC calculations are likely feasible for a 
subset of native defects, and in the near future MP2 level calculations should be come feasible for up to 
100 atoms. The major hindrance to doing these calculations today is that the software that implements 
these theories is primarily for molecules and clusters. With this type of software these higher-level 
calculations are viable up to 100 atoms. The software which implements these higher level theories is still 
in their infancy for the solid state, and it will likely be a couple of years before this type of software is 
reliable enough to perform energetic studies for CdTe and CZT. 

A possible approach to determining the need for higher levels of the electronic structure theory is to 
use the molecular codes coupled with embedding approaches. A drawback of embedding approaches that 
an error is introduced, however, if used well these errors should be on the 0.1 eV scale. Experience with 
the large-gap semiconductor, SiC, is that embedding approaches with high-level theory can produce 
corrections as large as 1eV. Examples of embedding approaches can be found in the following references 
[311, 346-350]. 

Another practical issue one has to deal with in calculating accurate thermodynamics for point defects 
is that the calculations are usually performed using periodic boundary conditions. Periodic and aperiodic 
systems are very different within a periodic boundary condition (PBC) framework and this is 
compounded further if the system is charged (for example, charged defects, charged ions, etc.) [351]. The 
electrostatic energy in these systems is, in principle, divergent. A standard approach to deal with this issue 
is to impose a charge-neutrality condition via a uniform charge background. This implicitly introduces a 
jellium background. Makov and Payne have shown that this procedure results in errors that go as L!1  for 
charged systems and L!3  for isolated neutral systems in three dimensions where L  is the cubed root of 
the unit cell volume. One approach to minimize these errors is to use the scheme developed by Leslie and 
Gillan [352] and further improved by Makov and Payne [353]. They derived an analytic expression for 
the electrostatic correction between charged unit cells as follows: 
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where ETotal  is the calculated energy of the charged cell, !  is the Madelung constant for the lattice, q is 

the total charge of the cell, and Q is the quadrupole moment of the cell given by 
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This approach has been used by Aberg et al. in their recent DFT study of defects in CZT alloys [334]. A 
drawback of this method is that a dielectric constant has to be estimated [353], although for many 
materials this constant is known. Another approach is to use an approach suggested by P. Schultz [354]. 
In this approach a model density that contains the defect charge is introduced. Using this density the total 
density of the system is then written as 

 ! !( )= !! !( )+!! !( )  (20) 

The coulomb energy of the system is than determined as follows 
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The first integral is determined as an isolated charge density, and the second integral is determined 
using periodic boundary conditions. The third integral in this scheme is finite and can be determined as 
follows 

 
!! !( )!! "!( )

!#!!
$$ !!! "! = "!

!# !! !( ) !! !( )$%& #!! %"( )$ !!&
'

(
)

"*'
+  (22) 

Both these approaches for calculating charged defect energies, Ed
q , can be used input into the following 

formula for formation energy of a defect [351] 

 ! "
# µ!( )=!"# !!!"#$%&$'' !!"#$%&! µ!"#$ +! µ! +!"( )  (23) 

where the q is the charge of the defect, µe  is the electron chemical potential, Esupercell  is the defect free 

supercell energy, µatom = Esupercell Nsupercellatoms  is the atomic chemical potential, dnatom
d  is the change in 

the number of atoms to form the defect, and Ev is the valence band maximum of the perfect crystal. 

Defining these types of formation energies is obviously somewhat artificial because defects are usually as 
collections of defects rather than as individual defects. 
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4.5.3 Free Energy Methods 

Another approach to characterizing the thermodynamics is to directly calculate the free energy of 
forming a group of defects, e.g. the free energy to form a vacancy and interstitial from a perfect lattice. A 
number of methods have been suggested to address this problem [231]. Most of these methods attempt to 
sample phase space along a very efficient path between the reactant state and the product state (ideally 
this would be the minimum energy reaction path or MEP). In solid-state physics simulations, NEB and 
string methods [355, 356] are the most popular methods for calculating MEPs. These methods work well 
for simple reactions pathways. However, for complex pathways the most popular approach currently is to 
use metadynamics [357] which is based on a molecular dynamics or ab initio molecular dynamics 
simulation which biases steps to move out of local minimum and, therefore, to explore new regions. This 
method is quite straightforward to implement. However, for complex energy surfaces there are several 
barriers to its efficient implementation. The most significant challenge is the identification of the 
important slowly changing variables. These collective variables (CV) can be used in metadynamics 
searches to provide directions for the exploration of the free energy surface (FES) [357, 358]. They 
therefore, must lead to a reasonable projection of the 
motion of the system along the minimum reaction path 
(not necessarily known) from the reactive state to the 
product state. Unfortunately, identifying CVs that 
efficiently take the system from the reactant to the product 
basin is a challenge. There is another significant problem 
with metadynamics. As the number of CV increase 
(beyond two) the sampling using this algorithm slows 
down dramatically [357]. 

New methods for time integration, efficient 
exploration of phase space, and choosing order parameters 
are needed. We suggest that work in the following areas 
(i) Develop new parallel in time integration methods. 
These methods utilize information from a less precise 
physical model to accelerate the performance of complex 
models. These methods work well across low cost 
networks and they can be used to expand scaling of 
simulations with limited scaling. (ii) Develop sampling 
methods that support the efficient exploration of complex 
many-body potential landscapes. A promising class of 
techniques that bias the process by replicating walkers 
making progress and discontinuing walkers that do not 
have been proposed and show promise (see Figure 19). 
(iii) Develop dimensional reduction and uncertainty 
quantification methods, such as principal component 
analysis/principal orthogonal decomposition and machine-
learning techniques to extract reliable order parameters for 
free energy simulations and rate determination. 

Figure 19. Sampling of the Meuller 
surface diffusion model. Note that the 
reaction paths and the three minimums 
have been sampled by 500 steps of the 
new algorithm. 
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4.6 Uncertainty Quantification and Predictive Modeling 

This section is included to consider uncertainty quantification (UQ) since UQ methods are finding 
general applicability in computational materials science. However, to the best of our knowledge, UQ has 
not yet been applied in models of crystal growth, such as for CZT modeling, where multiple time and 
length scales as well as inhomogeneous microstructures apply. Predictive computational materials science 
is broadly defined as an integrated set of mathematical modeling and experimental tools capable of 
computing probabilistic distributions of material properties that overlap with the corresponding measured 
properties even for different conditions from those used to calibrate the underlying physical models. The 
computed variability of properties is induced by model error, incomplete data-driven information (e.g. in 
constitutive equations), and loss of information during coarse-graining. The rapid developments in 
simulation/design methodologies including uncertainty quantification and propagation in complex 
systems provide us an opportunity towards predictive simulation of CZT Growth and defect modeling. 
However, the multiscale/multiphysics nature of the problem at hand gives rise to extremely challenging 
mathematical and algorithmic problems currently prohibiting predictive modeling. Several fundamental 
problems that need to be addressed in this context include the following as developed in the sections 
below. 

4.6.1 Reduced-order stochastic representations at multiple scales 

Advances in materials characterization methods [359-366] make it possible to obtain large 
experimental data sets that can be converted to microstructure realizations. The extraction of hierarchical 
structure and defect descriptors from these high-dimensional data sets is essential for predictive modeling. 
In addition, one is interested in probabilistic reduced-order models of microstructure. How does someone 
reconstruct microstructures from reduced-order representations? What microstructure (non-Euclidean) 
distance metrics are relevant for different properties? How do you hierarchically classify microstructures 
to take advantage of correlated features at different scales? 

The problem of reduced representation of random microstructures can be addressed as a nonlinear 
dimension reduction (NLDR) problem [367-370]. What is needed are new nonlinear dimension reduction 
approaches, which better capture deep geometric structures, for more faithful reduced-order models. 
Preserving volumes [371, 372] rather than distances is a promising approach which has been shown that 
can even unfold difficult intrinsically-curved manifolds and can achieve lower dimensionalities. 
Preserving volumes is equivalent to preserving the probability density at each point in the microstructure 
space. One can also develop the desirable capability to generate microstructure samples in physical space 
from reduced representations, using linear-Gaussian/EM ideas similar to those of the generative 
topographic mapping [373, 374]. 

Location-dependence dramatically increases the dimensionality of the microstructure/defect input and 
causes the “curse of dimensionality” in a stochastic simulation. A novel data-driven bi-orthogonal 
Karhunen-Lo ́eve (KL) decomposition strategy was recently applied to such problems [375]. The 
multiscale random field representing the random microstructure was decomposed into a few modes in 
different (macro and micro) scales simultaneously. The stochastic input complexity was remarkably 
simplified making stochastic multiscale modeling computationally feasible. 

4.6.2 Multiscale materials simulation 

One needs to quantify the uncertainties associated with the use of approximate electron density 
functionals and pseudopotentials using a Bayesian approach [376, 377]. It is essential to explore entire 
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classes of functionals by considering the information loss in the coarse-graining inherent in density-
functional theory itself. A significant challenge in coarse-graining simulations of defects is the variability 
of the defects themselves due to local environments. The sites around a defect have different local 
geometries and bonding, while each defect sees different stresses; e.g., random solutes control dislocation 
mobility for solid-solution strengthening [378] or cross-slip [379]. We need a stochastic multiscale 
mathematical approach to quantify the variability of defects in a material that control variability of 
mechanical properties: dislocations, dislocation subgrains, second-phase particles, crack tips, interfaces, 
and boundaries. In addition, non-intrusive uncertainty quantification techniques are needed to produce 
probability distributions of defects and properties using the deterministic multiscale simulators. These 
methods seek to integrate the development on physical models of defects with adaptive sparse grid 
collocation methods [380], HDMR approaches [381] as well as with Bayesian approaches [382, 383]. The 
last approaches appear promising since by utilizing active learning they require a minimal number of 
direct simulations for different realizations of the “local defect environment”. Attention needs to be given 
to modeling defects in an interface [384-386], introducing flexible boundary conditions for relaxation of 
defects and using local electronic information of defects. 

4.6.3 Means to systematically coarse grain while preserving essential statistics 

Coarse graining of the underlying multiscale problem needs to be seen as a probabilistic inference 
problem in essence quantifying the information loss during coarse graining at the various scales. In 
addition, one needs to explore the correlated nature of the microstructures and propagate this information 
to predict properties. These issues arise at all scales including electronic structure or atomistic 
simulations. Indeed, density-functional theories and interatomic potentials can be viewed as coarse-
graining the many-body electronic problem. Can we use entropy-maximizing inference models to 
quantify the uncertainties in extracting materials properties therefrom? 

Coarse-grained models of complex, many-body systems are useful in at least two ways. On one hand, 
they can enhance our understanding of physical procedures. On the other hand, their evaluation requires 
much less computational resources than the full model allowing us to investigate problems that would be 
otherwise untouchable. They are a necessary component for the solution of realistic multi-scale/multi-
physics CZT growth simulations. The construction of coarse-grained models based on mathematically 
sound grounds has been the goal of many recent efforts. The most popular techniques are Boltzmann 
inversion [387, 388], inverse Monte Carlo [389, 390] and force-matching methods [391, 392]. One of the 
most recent developments is the relative entropy framework [393]. In this approach, one defines a pool of 
candidate coarse-grained potentials and selects the one that minimizes the relative entropy between 
induced Boltzmann distribution of the coarse-grained system and the one that is based on the potential of 
mean force. The intuitive appeal of the relative entropy approach rests on the fact that it is trying find the 
coarse-grained potential that best replicates the true global statistics of the coarse-grained system as 
opposed to optimizing for particular statistics or matching the mean forces. Furthermore, its generality 
makes it applicable to problems that can potentially go far beyond the realm of traditional approaches 
[394-397]. It is a method that certainly allows integration of probabilistic approaches to coarse graining. 

The greatest obstacle in applying this technique to realistic problems is that it requires the solution of 
a very difficult optimization problem. The difficulty arises from the inescapable presence of noise in the 
gradients of the optimized quantity (i.e. the relative entropy). These gradients include expectations with 
respect to the probability density of the coarse-grained system and can only be evaluated using a Monte 
Carlo procedure. When utilizing deterministic optimization schemes, one has to decrease the gradient 
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noise to acceptable levels in order to ensure numerical stability. One can restate the optimization problem 
of the relative entropy method as a stochastic optimization problem. Thus stochastic optimization 
schemes can be considered that can deal with noisy gradients, eliminating the need for long Monte Carlo 
simulations and making the method computationally very attractive. This approach indeed establishes a 
mathematical connection between the coarse-graining and stochastic optimization communities. 

4.6.4 Ability to learn complex relations between processing, properties and structures 

Since it has become practical to assemble exhaustive databases of materials properties using multiple 
realizations of simulation data, can we mine them to retrieve materials relations, and deduce new 
multivariable laws? We could hope to search high-dimensional databases to learn the relation of CZT 
furnace growth conditions with statistical features of defects and microstructure at the micro- and meso-
scales. Can our analysis be extended to materials properties that emerge from quantum mechanics, and a 
complex processing history? Can the relation of the reduced microstructure representations at different 
scales with the material properties and processing be learned and/or explored for rapid CZT crystal 
growth design? What structure and defect descriptors are appropriate for different properties of the final 
crystal? Of interest is to explore the relationships between a material’s elemental composition, its intrinsic 
properties, and its quantum-mechanically determined electronic structure. Can we explore the correlations 
between the structural data from DFT calculations and existing property databases to uncover rules that 
will allow the materials designer to specify an elemental composition of CZT most likely to yield a set of 
desired intrinsic properties? 

DFT calculations generate very large databases representing GBytes of information per single atomic 
configuration. Though needed to compute the final physical observables, most of this information is not 
directly used in analyses. The information is typically boiled down into certain conceptual observables, 
such as the total energy, locations of the nuclei and the forces on them, the total electron density, the 
density of states, samples of the reduced single-particle density matrix. One can utilize charge density 
features in building structure databases. Using machine-learning techniques, these data sets will be cross-
correlated with information from property databases. An intriguing possibility would be to study 
regression maps between the bond measures [398, 399] and low-dimensional charge density descriptors 
[400-402] and final macroscopic observables. 

Important physical properties of CZT crystals such as yield strength, elastic modulus, thermal 
conductivity, hole transport and lifetimes, and gamma-ray detection resolution depend on the material 
microstructure and defect topology. Data mining techniques are eminently suitable for crystal growth 
design since optimal processing paths can be selected based on available information from a large 
database-relating processes, properties, and microstructures. It is thus essential to advance methodologies 
for designing processing stages that lead to a desired microstructure or material property by mining over a 
database of microstructural signatures [403]. Hierarchical databases can be designed using 
crystallographic orientation, grain, defect and phase topologies as microstructural signatures within a 
database. Microstructure representation within each class can be performed using mixture of generative 
topographic models [404]. These reduced modes selected adaptively from the database can be used to 
speed up auxiliary microstructure optimization algorithms built over the database. It is the intrinsic 
interconnections of these problems (and the mathematical answers to them sought) that are fundamental 
to our approach in developing an integrated framework for predictive materials science. 

A new paradigm integrating mathematical, statistical, and information science approaches is needed 
in addressing these key problems. Advances in integrated developments are needed that are not common 
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in other areas where UQ has been applied. For example, reduced representation of polycrystalline 
microstructures is not a simple extension of developments in imaging since the system of interest comes 
with physical constraints (grain boundaries, orientations, etc.). In addition, microstructure uncertainties 
are coupled across the micro-, meso-, and macro-scales, where diverse physical models are employed. 
Even within the same physical scale (e.g. meso-scale), one needs to address issues of multi-resolution to 
model detailed physics of defects, grain boundaries, imperfections, etc. Simplistic integration of material 
point simulators with stochastic methods (Monte Carlo or collocation) is not appropriate for stochastic 
multiscale models and predictive science. A new paradigm needs to be developed that addresses the curse 
of dimensionality. Finally, as all materials scientists are aware of, not a single model is appropriate for 
even the same material under different processing histories. Rather than looking for a universal materials 
model, the Bayesian paradigm of model selection and model averaging is followed with mixture 
coefficients defined by posterior probabilities computed from experimental data (e.g. of defect 
formation). 

4.7 Time-Scale Issues for Computational Performance 

Depending on the particular model formulation (e.g., the phase field approach uses fourth-order Cahn 
Hilliard equations [405, 406] or system of equivalent second-order equations [407-409] to describe the 
evolution of the defect concentrations), and the spatial discretization and time-discretization of the 
equations in the formulation, different solver techniques are needed in a discrete simulation. These solvers 
are the computational bottlenecks in the simulation. Since both linear and non-linear systems of equations 
must be solved, these solvers will include linear and non-linear solution procedures, and for large-scale 
systems of equations. Moreover, these systems of equations must be solved at each time-step of the 
simulation. Efficient and scalable solvers are thus at the crux of the computer simulation capability of the 
crystal growth mesoscale models. To achieve this efficiency, efficient solvers for the equations at each 
time-step are required to reduce the total number of time-steps in the simulation. For the lower and 
higher-order methods, the former can be achieved using Krylov iterative methods with scalable 
preconditioners, such as multigrid methods. To reduce the total number of time-steps, higher-order time-
discretization schemes that permit larger time-steps will be used, such as first passage time methods. 
Since the total discretization error is a combination of the spatial and time discretization errors, higher-
order time integrators will allow a balance of this combined error using larger time-steps than if a low-
order time integrator were used. 

4.7.1 Parallel Time Methods 

Another speed up can be obtained by realizing a level of parallelism by performing the time evolution 
itself in parallel. This may appear counter-intuitive because time evolution is causal, or a mathematical 
recurrence relation, i.e., , see Figure 20. But substantial progress in time parallelization 

schemes have been made during the past decade by viewing time evolution as an iterative process [410-
413] over time subintervals. 

Figure 20. Time evolution viewed as a recurrence. 
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To see this iterative viewpoint, in Figure 20, all that is needed for the evolution to start at t j is an 
approximation to y j. Such an approximation is obtained by “predicting” this value in an iterative process, 
and such prediction can be achieved through a multi-level predictor-corrector time integration that uses 
coarse and fine time-step sizes, with the fine time-step being the target discretization. To illustrate this, 
consider Figure 21. In this diagram, a coarse time-step predictor method is propagated. Once this 
propagation has reached a coarse subinterval boundary, an approximation is available to start the fine 
time-step corrector integrator. Once this two-level predictor-corrector has completed over the full time 
interval, since the fine time-step is the target time discretization, this process is repeated but on an 
adjusted equation that incorporates the fine corrector approximations [411, 413]. The fine corrector 
propagations can be done on parallel. This algorithm is called the parareal method [411] and its parallel 
efficiency is examined in [413]. 

 

Figure 21. Parareal- two-level predictor-corrector time integration. 

4.7.2 First Passage Time 

Recently, a new algorithm for implementing a first-passage time solution for defect migration to 
absorbing sites, or sinks, in materials has been developed and implemented in a novel kMC scheme [414]. 
Tracking the most mobile defect, typically an interstitial-type defect, requires a small time step to resolve 
the migration. First passage approaches take advantage of the fact that mobile defect diffusion that can be 
treated using first-passage methods using probability density functions operating on defect concentration 
gradients can be computed using larger time steps, the actual first passage time. The first-passage 
probability is used to update mobile defect migration [414, 415] based on the spatial distribution of sinks. 
This allows defect-tracking models to efficiently treat the transport of mobile defects to defect sinks. A 
large speed-up can be obtained by replacing the diffusion equation with a first-passage time solution. 

4.8 Semiconductor Response Function for Microstructural Effects on Gamma-Ray Absorption 
and Electron-Hole Transport 

A suitable long-term goal for CZT crystal growth modeling is to develop defect structural models for 
evaluating the response of defective CZT crystals, focusing on the effects of dislocations, point defect 
clusters, and Te-particles. This type of response model is required in order to understand the role of as-
grown defects in determining the energy resolution of the CZT crystals. Without this information, it will 
be very difficult or impossible to optimize growth conditions to achieve a desired microstructure if the 
goal is not known or understood. It is anticipated that a tradeoff between low Te-particle densities and 
low dislocation densities will be necessary to achieve optimal energy resolution for CZT radiation 
detectors. 
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A general approach for generating a response model has been developed at PNNL and SNL that 
consists of using developed interatomic potentials together with ab initio methods to develop accurate 
structural models of extended defects in CZT and to determine their effects on charge generation and 
transport [4-6]. The approach employs a Monte Carlo method for tracking the generation and transport of 
individual electrons and holes The Monte Carlo method uses several input parameters, which can be 
obtained from ab initio calculations. Using these parameters, the Monte Carlo machinery allows the 
simulation to probe the effects of the heterogeneous structure of the defective crystals on detector 
properties, such as the lifetime-mobility product and energy resolution. Specifically, this response 
modeling makes use of an advanced Monte Carlo code Northwest Electron and Gamma Ray Interactions 
in Matter (NWEGRIM), which has been developed at PNNL [416-419]. NWEGRIM simulates the 
generation and spatial distribution of information carriers created by gamma rays and fast electrons in 
detector materials and has been thoroughly tested for binary and ternary semiconductors and scintillators. 
For example, NWEGRIM has been used to determine the intrinsic properties of pure semiconductor 
materials such as Si, Ge, SiGe and CZT [417-419]. The calculated mean energy per electron-hole pair, W, 
and Fano factors at 662 keV for these materials are in excellent agreement with experimental data, as 
shown in Figure 22(a). These results strongly suggest that the current capabilities developed at PNNL can 
be applied to study more complicated materials such as defected CZT. 

In addition, an important feature of NWEGRIM is its ability to calculate the spatial distribution of 
electron-hole pairs generated during the energy cascade. Figure 22(b) shows an example of an electron-
hole pair spatial distribution produced by a 2 keV incident photon (soft X-ray) in Ge. The displayed 
distribution of electron-hole pairs shows some important features: the electron-hole pairs form 
nanoclusters along the fast electron track and the density of electron-hole pairs along the main electron 
track is very high. A model can be developed to expand these capabilities to include the effects of the 
presence of structural defects on the electron-hole pair generation, their transport under electric fields 
using a kinetic Monte Carlo transport code of electrons and holes, and the response signal in CZT, which 
would constitute a first-ever model of the effects of microstructures on the CZT response to gamma rays. 
This would provide the needed target microstructure to enable the crystal growth modeling to be 
ultimately successful in helping to select optimal growth conditions to achieve a target microstructure. 

 
(a) (b) 

Figure 22. (a) W values (eV) and Fano factors, F, as calculated in Ge, Si, SiGe and CZT, and (b) example 
of a simulated spatial distribution of electron-hole pairs in Ge, where large spheres represent electrons and 
small yellow spheres indicate holes. 
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5.0  Revisit the Problem Statement 

5.1 Discussion of Suggested Approach 

The suggested approach as outlined using the 6 levels in Section 3 has never been accomplished 
before in a single multi-physics or multi-scale methodology and we do not suggest that this is possible 
now. What we do suggest is that if we focus on Levels 4, 5 and 6 we can develop a sophisticated SLI 
model of crystal growth of CZT that can relate the growth process, including defect production, to furnace 
growth parameters in such a way that growth could begin to be optimized. However, simply because we 
can envision such a process does not mean that we know how to construct such a model today. There are 
significant gaps in our knowledge that will not allow this to be done without some breakthroughs. As we 
step through this discussion we will try to mention the gaps but they will be collected in more detail in 
Section 5.2.

The desired model should be able to inform as to the effects of changing furnace growth conditions or 
initial conditions on changes in crystal quality, which is the desired goal. However, any such problem 
solution is hampered by a lack of a target crystal state. Without a target state then it cannot be determined, 
without actually growing and testing many crystals, what the effects of optimized furnace or initial 
growth conditions are. This lack of knowledge hinges on the current inability to know the cause(s) of loss 
of detector accuracy due to crystal defects. We don’t know precisely what is causing the lack of 
reproducible energy accuracy in as-grown CZT so that prescribing more optimal growth conditions seems 
to be far-fetched. This is perhaps one of the most immediate gaps that we need to address. 

For convenience we reproduce Figure 1 here as Figure 23. This is the model that we desire to be able 
to compute SLI growth over several hundred microns, at least, for a total real-time computation over 
several hours in order to capture the essential SLI movement and concurrent defect formation in the wake 
of the moving SLI. This model can, in principle, be coupled to furnace growth parameters through 
boundary and initial conditions. In order to accomplish this, we envision the need to capture the correct 
dependencies of SLI motion as a function of Xi(r, t), where Xi is each of the following: 1) Temperature 
field, 2) Concentration field, 3) Liquid velocity field, 4) Liquid structure field, 5) Stress field, and 6) SLI 
configuration. 

Figure 23. Schematic drawing of fully 3D, fine-scale model of CZT solid-liquid interface (SLI). 
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The essence of the approach using Levels 4 to 6 are that we can work at Level 4 using data obtained 
at Levels 5 and 6 in terms of key thermodynamic data, such as configurational energies, mobilities of 
critical objects, nucleation rates of critical objects, and accurate knowledge of liquid concentrations and 
structures at the SLI. Hereafter, for the sake of simplicity, we constrain our discussions to a hypothetical 
(111)-oriented CZT interface with steps or terraces. The ability to solve this problem contains the 
necessary complexity to address the critical SLI simulation issues inherent in CZT modeling and is 
entirely relevant to seeded CZT growth. Not only that, but this problem also contains the essence of SLI 
growth instabilities, which is a necessary component of any SLI model of CZT growth, so that via step 
bunching on a moving (111) SLI we can treat breakdown of this growth direction into a unstable 
polycrystalline growth. Figure 24 illustrates this problem as a prototypical growth instability problem in 
VGF CZT growth systems. Not only is such seeded growth prone to these instabilities but similar defect 
densities are present even in the (111)-oriented single crystals prepared from such growths. This growth 
instability was linked to furnace power fluctuations but remains a typical simulation issue. 

  

  (a) (b) (c) 

Figure 24. As-grown (111)-seeded growth CZT boule and wafer slices. Shown in (a) is an as-grown 
(111)-seeded growth CZT boule, in (b) is a view of a wafer sliced near the tapered growth tip showing 
almost complete retention of (111) orientation (implied by lack of drawn-in boundaries) and (c) the same 
slice but the opposite side of the slice located further up the growth direction showing gradual 
development of polycrystalline growth (showing drawn-in boundaries). The (111)-seeded orientation was 
initially stable in (b) but gradually becomes unstable relative to polycrystalline growth in (c).4 

Thus, the simulation reduces to an initially structured (111)-oriented interface of CZT in contact with 
a specified CZT liquid at 1365 K under an imposed thermal gradient from the VGF furnace system. The 
simulation cell is as shown in Figure 23 with boundary and initial conditions obtained from some 
unspecified furnace thermal model. The (111) solid surface contains some initial configuration of steps, 
ledges, and terraces consistent with step nucleation and growth kinetics and with (111) interface 
thermodynamics. The CZT liquid contains a velocity field, a concentration field, and a liquid structure 
field consistent with the initial conditions and imposed boundary conditions. The model allows continued 
(111) growth via steps, ledges, and terraces, or step bunching and unstable (hkl) growth. The SLI moves 
at approximately 0.5 mm/hour in real time to match typical VGF growth rates. Repeated simulations are 

                                                        
4 All images and drawn-in boundaries are courtesy of Dr. Ralph James of Brookhaven National Laboratory in a 
presentation “High-Quality CZT Crystals”, RadSensing2012 held at Sandia National Laboratory, Albuquerque, NM, 
June 5, 2012. 
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run with 1) varying initial conditions and with varying boundary conditions or 2) with some randomness 
associated with uncertainties in material parameters in order to explore statistical growth events and to 
determine the overall sensitivity of the simulation to various growth variables. 

The relevant assumptions of such a model are 1) a statistical representation of a (111)-oriented CZT 
interface in equilibrium with a corresponding CZT liquid during solidification at 1365 K can be 
computed, 2) energies and mobilities of objects and structures on the (111) SLI are known or can be 
computed, 3) nucleation rates of objects and structures on (111) SLI are known during solidification, 4) 
liquid concentrations and liquid structure models can be computed with enough accuracy so that SLI 
motion can be tracked as functions of these variables, 5) mechanisms of Te-ingress are known and 
computable, and 6) the relevant point defect and extended defect physics is known and can be used with 
knowledge of the solidification stress field to compute the necessary rearrangements during growth. 

The methodology suggested by this approach is not really new or novel except that the application of 
UQ to solidification modeling in this context has not been realized. The methodology suggested here 
relies on information passing from one level to another level with corresponding calculations regarding 
structures and mobilities appropriately coarse-grained as we proceed from Level 6 to Level 4. However, 
significant development is required for a Level 5 model to reflect accurately the Level 6 atomistic details 
that are necessary. This is a typical coarse-graining problem that appears in many simulations. 

A number of research and knowledge gaps naturally appear in this discussion but some may require 
additional explanation as provided below. In this discussion of research and knowledge gaps the focus is 
on Levels 6 to 4, with Level 3 requiring additional research that is also addressed but not as fully as that 
for the levels up to Level 4. Mention is made of some research gaps for Levels 1 and 2 as necessary but 
these are fine details at these levels that may not have impacts at Level 4. 

5.2 Identification of Knowledge or Method Gaps in Suggested Approach 

The gaps are arranged according to time and length scale and are denoted as either general (G) or 
specific (S) according to whether or not the gap in question is a general modeling and simulation gap or is 
a CZT-system specific gap. 

5.2.1 Atomistic/Electronic Structure – Level 6 

Gap 1. There is considerable ambiguity regarding the energetics of native defects and their clusters in 
CdTe and CZT. It is generally thought that Cd vacancies and Te antisites (and a clustering of 
them) are the most important in CdTe and CZT. Moreover these defects are often charged. A 
crucial step in the understanding of these systems is to determine accurate structures and 
thermodynamics for these intrinsic defects, defect clusters, and more extended defects. (S) 
a. New and more accurate methods of treating charge transfer and charge localization are 

required for CZT defects. 
Gap 2. Large O(N) DFT methods will need to be developed to treat larger atomic systems for defects, 

defect clusters, extended defects, and SLI morphologies since semi-empirical methods lack the 
ability to treat charged defects. (G) 

Gap 3. Develop sampling methods that support the efficient exploration of complex many-body 
potential landscapes. A promising class of techniques that bias the process by replicating 
walkers making progress and discontinuing walkers that do not have been proposed and show 
promise. This would improve the accuracy with which complex defect energies are known. (G) 
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a. This becomes a significant issue for compounds and alloys. There is a reason that the prior 
significant multi-physics models have been done for Si and not for CdTe or CZT. 

Gap 4. Develop dimensional reduction and UQ methods, such as principal component 
analysis/principal orthogonal decomposition and machine-learning techniques to extract reliable 
order parameters for free energy simulations and rate determination. (G) 
a. This would allow the correct coarse-graining to occur with reliable energies and rates for 

Levels 5 and 4. 
Gap 5. There is currently no reasonable IAP for CdTe or CZT that can be used to develop precise 

mechanistic concepts, to calculate required energetics, and to capture long-range liquid 
structures. This gap anticipates that there are problems that cannot be handled using current 
DFT methods. (S) 
a. As one moves from DFT to a semi-empirical IAP the ability to treat larger models and more 

complex defects is enhanced but the ability to handle charge transfer is greatly reduced. 
b. Can we create DFT surrogates? Can we develop other parameterizations, such as 

nonparametric forms or use cross entropy minimization? 

5.2.2 Near Atomic, High-Resolution SLI Models – Level 5 

In moving from Level 6 to Level 5 we face the first of a set of gaps that are similar as we move from 
level to level and that deal with coarse-graining. The gap is general in the sense that there is no set 
methodology to do this and is also specific to CZT since any coarse-graining must account for problem 
specificity. This gap revolves around the need to create surrogate representations at each level of what is 
essentially an atomistic process, namely crystal growth from the liquid. Since it is not yet possible to treat 
this problem at large enough time and length scales we must create accurate surrogate representations of 
these processes. How are these accomplished? There are specific methods to consider, such as phase field, 
kMC, level set, etc., and there are mechanistic details to consider, including how and whether to coarse-
grain certain objects and events. 

Gap 6. How do we coarse-grain or homogenize fine-scale events into a surrogate representation at a 
coarser scale so that enough accuracy is retained to achieve longer time simulations and 
physically larger models? This is the crux of one of the real difficult problems we face in 
describing crystal growth. (G) 
a. Given the ability to calculate free energies of surface steps, ledges, and terraces on a 

hypothetical (111) SLI can we construct a representation of such a surface at equilibrium 
with a melt at 1365 K? How does it grow? How does solidification actually occur at this 
surface given the details of the SLI? This is a critical gap for any suggested model of SLI 
movement and solidification. This is also the first of the coarse-graining problems that we 
face in constructing a model. Here we envision constructing a discrete structural model that 
relies on continuum fields or order parameters. The method might be kMC or level set or 
phase field. Energies and rates of defects are required. (G) 

b. Can we construct a representative (111) SLI based on Level 6 computations of free energies 
and nucleation rates? (S) 
i. What objects need to be included in this (111) SLI representation? 
ii. How accurately do we need to know the rates and energies? This is a UQ question. 

c. We need to understand the effect of conditions at the moving SLI, such as local chemical 
concentration, temperature gradients and fluctuations, melt convection and liquid flow, 
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liquid-phase structure, and surface stresses on the nucleation rate and mobilities of steps and 
on the impinging flux available for growth. (S) 
i. How do we compute nucleation rates? Can we use classical nucleation theories? 
ii. Can we compute the necessary mobilities of the growth steps and ledges? 
iii. How do the velocity, concentration, and structure fields of the liquid at the moving SLI 

affect the SLI mobility? 
d. Modeling SLI morphological instability during solidification is a gap. (G) 

i. How do we integrate the thermodynamic and kinetic properties of interfacial defects, 
local growth conditions, and rate processes of defect nucleation into a model to simulate 
the SLI morphological evolution? 

ii. Higher level models need the database on the dependence of SLI morphologies, SLI 
morphological instability, and SLI mobility on growth local growth conditions. Can we 
build the database? 

iii. How do we do phase field or level set models with uncertainties in growth conditions, 
flow, parameters, etc.? Should we predict statistics of growth rather than a unique 
morphology and or unique state of stability conditions? 

5.2.3 The SLI Growth Model with Concurrent Defect Generation – Level 4 

Gap 7. The Level 4 model operates at the micron-scale and covers millions of cubic microns so that the 
defects of interest to CZT growth are treated, in principle, namely 1) Te-inclusion and 
precipitate formation, 2) dislocation and twin generation, 3) Te-dislocation interactions, 4) 
dislocation cell formation, and 5) any and all growth instabilities and morphologies at the 
moving SLI interface. The formation of defects is directly related to the SLI morphology and to 
the interactions between CZT species and the defects, including Te-dislocation interactions and 
all of the stress-induced annealing that occurs in the solid behind the moving SLI. This requires 
the fine details of Level 5 be coarse-grained to Level 4. Can we extract the statistics of defects 
rather than morphology – which statistics are needed? Can we do this? (G) 
a. This level requires knowledge of stresses that can cause dislocation and twin generation, 

and concurrent Te-ingress along extended defects. This appears to require that we develop a 
physics-based model integrating the generation of different defects and concurrent 
microstructure evolution.  Can we integrate the microstructure evolution model into existing 
models, such as the Alexander-Haasen model [420, 421], crystal plasticity models [214, 
215, 218], and Sinno [43]. (S) 

b. A physics-based model typically needs the thermodynamic and kinetic properties of bulk 
materials and defects as a function of temperature and concentration, and the question is do 
we have all the data that is needed? This requires a sensitivity analysis to determine what is 
important or what needs to be computed accurately. (G) 
i. For bulk materials: Elastic constants, thermal expansion coefficients, thermal 

conductivity, solid-state diffusivities, liquid diffusivities, and chemical free energies of 
different phases. 
(1) For defects: Energy and mobility of the SLI, configurations and energies of crystal 

lattice defects, defect migration energies, lattice, dislocation, twin, and GB 
diffusivities, defect interaction energies (trapping, binding, etc.), structure of 
extended defects such as dislocation networks, mechanisms of defect formation 
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such as Te ingress, solute diffusion along dislocation cores, direct trapping of Te 
inclusion at SLI, and homogeneous and heterogeneous Te precipitation. 

Gap 8. A UQ treatment of a large set of variables, such as the list above, is extremely daunting. How 
do we prioritize these variables and how do we represent them in coarse-grain models? Some of 
these require treatment as essentially random variables, but which ones? (G) 

Gap 9. Lack of a growth target for CZT crystals based on a gamma-ray absorption response function 
model (Section 4.8). This is a gap since without a response function model one cannot know 
when a suitable target microstructure is reached without growing and testing many crystals. It 
would be extremely cost effective to have a target for the SLI growth model to aim at. (S) 

5.2.4 Grain Competition and Nucleation – Level 3 

Gap 10. For seeded growth into a melt we would need to know the growth kinetics of the various 
orientations. This is treated in Level 4. (S) 

Gap 11. For unseeded growth we need to develop models of nucleation or at least arrive at a defensible 
starting point for the simulation. (S) 
a. Can we develop algorithms for stochastic microstructures as starting points? 
b. We would need growth kinetics for all orientations. 
c. We would need surface energies and GB energies to allow for GB competition. 
d. We would need mechanisms for attachment and orientation selection so that grains either 

grow or are nucleated to change orientations. 
e. We would need good models of twin formation during growth. 

i. There are existing models but unsure how robust they are. 

5.2.5 Global and Local Furnace Models – Levels 1 and 2 

Levels 1 and 2 furnace models have not yet been treated using UQ methods. If certain variables have 
been studied with enough trials, such as crucible rotation or applied magnetic fields, then UQ can be used 
to solve the inverse problem of furnace design to achieve some critical growth conditions. Alternatively, 
can we consider a furnace growth condition that essentially removes liquid convection, turbulence, and 
container constraints from the model so that we can more easily study SLI growth at finer scales? 

Gap 12. Apply UQ methods to CZT furnace growth data. (S) 
Gap 13. There is a lack of systematic study of turbulent flow in complex melts, and in particular, in 

CdTe or CZT melts. This could have consequences on liquid phase transport and gradients in 
the liquid. (S) 

5.2.6 UQ Physics and Statistical Representations 

Gap 14. There is a need to learn about quantifying microstructure uncertainty using limited experimental 
or simulation data – producing probability models for the underlying microstructures at 
different scales. These methods also include directly linking microstructures to crystal 
properties. (G) 
a. This is significant for crystal growth problems where large growth data is limited. 
b. UQ using limited data (epistemic uncertainty induced by the limited data). 

Gap 15. Quantifying uncertainties in atomistic potentials and their relevance to macro- or meso-scale 
properties is needed to understand both their limitations and their overall accuracy. (G) 
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a. For example, we can use DFT models to generate structures and ask “How close to those 
structures and energies does a good IAP need to be?” (G) 

b. For CZT this is likely to focus on charge transfer. (S) 
Gap 16. Stochastic coarse graining – UQ in multiscale simulations. In particular the inverse problem: 

Can we identify what multiscale features contribute to variability of observables so we can 
focus our attention on more accurate simulations at those scales, or better experiments at those 
scales? We seek to create surrogate predictive models at each scale that allow us to say 
something about our confidence in our predictions from limited simulations. (G) 
a. This goes to the heart of one of the problems with modeling CZT SLIs and knowing what is 

important to include or what can be excluded from the models. (S) 
b. Can we hierarchically write down the sources of uncertainty that contribute in the 

performance of CZT? Is it control of macro-thermal-flow conditions or inherent 
randomness on the micro- and meso-scales? If we can predict the contribution of each of 
these sources to the final desired CZT crystal properties then one can focus resources in 
minimizing relevant uncertainties. (S) 

5.2.7 General Computability Issues 

Gap 17. See Gap 2. This is a common problem but for CZT it is a critical gap. 
Gap 18. Develop improved time integration methods for multiscale simulations such as the one for CZT. 

These new methods might utilize information from a less precise physical model to accelerate 
the performance of complex models. These methods would work well across low cost networks 
and could be used to expand scaling of simulations. (G) 
a. These could include parallel time methods. (G) 
b. These could include methods such as Equation Free methods that use coarse-graining and 

bursts of fine-scale simulations to learn system dynamics. (G) 
c. First passage time algorithms have been developed for some reaction-diffusion problems 

and could be applied to cases for CZT crystal growth modeling where defect dynamics are 
computational bottlenecks. (S) 

Gap 19. Develop improved spatial and temporal discretization methods for phase field models. This 
would involve use of adaptive spatial grids and adaptive time stepping for tracking order 
parameters having disparate time scales. (G) 
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5.3 Suggestions for Closing the Gaps (Future Research Directions) 

Constraining the focus to Levels 4, 5, and 6 still leaves us with a large number of related knowledge 
gaps that would have to be filled with future research in CZT SLI models to achieve the desired goal of 
“CZT growth optimization in melt-growth systems with improved energy resolution”. The gaps 
range from lack of tools, such as a lack of a satisfactory DFT treatment of charge transfer or O(N) DFT, to 
a lack of knowledge in methodology, such as how to effectively and systematically coarse-grain from 
finer scale data with a knowledge of error propagation. In all cases, research tasks can be identified that 
will address these shortcomings, but without guarantee of success in all cases. Some methods benefit 
from improvements in HPC resources while others may require completely new methods to be developed 
with uncertain success. In the following sections we suggest research directions consistent with 1) what 
has been done in other material systems, 2) this report, and 3) what could be done given sufficient 
resources based on current knowledge. It should be noted that some of the needed developments will 
impact many other multiscale materials systems and go beyond CZT growth models. 

Any model of SLI motion during crystal growth of CZT must face the question “How does this 
interface grow (solidify) given the coupling between the thermal, concentration, stress, and 
morphological/structural fields present in the system?” At its root, any solution to this problem is 
envisioned to consist of an array of simple rate events that can be determined more or less precisely in 
energetics and kinetics so that an accurate physical model can be constructed. If the model is not detailed 
enough then the coupling between the furnace growth conditions and the SLI model will be too weak to 
be deterministic as to the SLI growth and concurrent defect generation. In other words, the model will be 
unable to inform as to the effects of changing furnace growth conditions or initial conditions on crystal 
quality, which is the desired goal. In part, as will be pointed out below, this problem solution is hampered 
by a lack of a target crystal state. Without a target state then it cannot be determined, without actually 
growing and testing many crystals, what the effects of optimized furnace or initial growth conditions are. 
This lack of knowledge hinges on the current inability to know the cause(s) of loss of detector accuracy 
due to crystal defects. We don’t know precisely what is causing the lack of reproducible energy accuracy 
in as-grown CZT so that prescribing more optimal growth conditions seems to be far-fetched. 

We set out four basic research directions or recommendations based on this report and they are 
numbered 1 to 4, but this is not the order of research priority that we envision. The first research direction 
involves a simplified SLI growth model for CZT that is consistent with closing many of the gaps outlined 
here but does not achieve the full goal that we have addressed in this study. The second research direction 
does that. However, the third research direction may be the most valuable of all and that one has to do 
with building a more sophisticated gamma-ray response model for CZT with an ensemble of known 
defects. We need an explicit link between CZT microstructure and properties to use for the CZT growth 
models. Fortunately, we think that this third research direction is the one most readily accomplished based 
on work at PNNL on energy loss models developed for scintillators, called NWEGRIM. These energy 
loss methods are generalizable to CZT and gamma-ray absorption leading to signal generation and energy 
resolution. 

Finally, since this computational research appears to push the bounds of what can be currently 
computed there is also a need to examine algorithm improvements and this is done below within the 
context of the current state-of-the-art in large-scale quantum chemistry codes, and in time domain 
speedups. A point to consider here is the concurrent interest of ASCR in these same research topics. 
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5.3.1 Models of a solid-liquid interface (SLI) in CZT 

5.3.1.1 Research Direction 1: SLI Stability – Based on (111)-seeded CZT growth 

Construct a high-resolution model of a (111) CZT surface in contact with a CZT liquid at 1365 K 
based on a detailed knowledge of the energy landscape of an equilibrated (111) surface at 1365 K in 
contact with a typical CZT liquid, which might be slightly Te-rich per usual growth chemistry. The (111) 
surface will consist of a statistical representation of a (111) surface containing steps, ledges, and terraces 
or steps based on the computed energy landscape. Each of the surface defects will have mobilities as 
functions of the necessary growth fields (temperature, concentration, liquid velocity, stress, and 
morphological) so that the (111) SLI will move in time in response to these fields. Creating and solving 
this model will inform on SLI stability with the assumption that maintaining this stability is tantamount to 
growing an improved CZT crystal. The model should operate at near-atomic resolution but with long 
times to allow liquid diffusion and adequate step motion. Examples of such models might be kMC, phase 
field, or level set. Energy landscapes require atomistic models using accurate IAPs. Uncertainty 
quantification should inform the new IAP and the supposed database of equilibrated (111) surfaces for 
this effort. A model with both phenomenological and stochastic methods is more realistic here. 

1. This model will not specifically track solid-phase defects but will focus on (111) SLI 
stability. 

a. Explore SLI instability as a function of growth rate and liquid flow rate. 
i. SLI instability is envisioned to occur due to step bunching and grain 

nucleation. 
ii. Other instabilities will have to come from physical details of the model. 

2. This model addresses Gaps 1 to 5 at the atomistic scale. 
a. This model requires an improved method for charge transfer for CZT to allow 

charged defects to be studied. 
b. This model requires a robust energy landscape algorithm for any atomistic or 

electronic structure method. Explore relative entropy approaches? 
c. This model would benefit greatly from O(N) DFT development. 
d. This model requires development of dimensional reduction and UQ methods to treat 

energy landscape coarse-graining. 
e. This model requires the development of an improved IAP for CZT. 

3. This model addresses Gap 6 as a type of coarse-graining problem. 

5.3.1.2 Research Direction 2: SLI Motion with concurrent defect generation in CZT 

Given some success in direction 1 above, a more comprehensive model can begin to be constructed. 
In this case, the moving SLI along with the array of fields discussed above (thermal, stress, flow, and 
morphological) will be tracked and incorporated into defect production rates. Nucleation of defects is 
treated in a self-consistent manner in this model. The most important defects are dislocations and twins, 
Te-particles, and point defects leading to defect clusters. This is demanding since the range of sizes are 
large and the time scales are substantial. A form of coarse-graining of this problem will need to be 
developed to go between the atomic scales and the mesoscale. It is not envisioned that a single multi-scale 
model can capture this range of events but that a coarse-grained approach will be developed based on 
phenomenological and statistical likelihoods computed from energies and rates found at more 
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fundamental scales. UQ will be a necessary tool here based on correct sampling statistics and the like. 
The model can be constructed from Research Direction 1 above using a (111) interface as the basis. 

1. This model will specifically track solid-phase defects based on (111) SLI stable growth with 
permitted growth instabilities. 

a. Explore SLI instability as a function of growth rate and liquid flow rate. 
b. Explore defect generation as a function of growth rate and continuum fields with 

concurrent uncertainties. 
c. Nucleation of defects should be treated in self-consistent manner. 
d. Defects should be self-consistently coupled as Te-particles, dislocations, and point 

defect clusters interact. 
2. This model almost requires that charge transfer and charged defects be accurately treated. 
3. This model will require an improved IAP for CZT to allow large-scale surface and bulk 

defects to be created and studied. 
a. Both solid and liquid phases require some fine details to be studied. 
b. This model will require a robust energy landscape algorithm for any atomistic or 

electronic structure method finding energies and transition states. 
4. A robust coarse-grained method to proceed from atomistic to mesoscale needs to be 

developed here. 
a. Can be based on UQ approach and sampling algorithms. 

5. Model development likely spans from atomic to mesoscale continuum methods. 
a. Largest structures necessary for defect model appears to be dislocation cells and 

require a large model that may be beyond current capabilities. 
b. What are the statistics of the defect structures observed? Can we coarse-grain while 

maintaining statistical models that satisfy some statistics of the topology? 

5.3.2 Research Direction 3: Semiconductor Response Models with As-Grown Defects 

In order to make decisions regarding growth models and optimizations, it is recommended that a CZT 
response model be constructed based on the success of the current NWEGRIM methods employed for 
scintillator radiation detectors. Many of the same methods can be applied here. It is difficult to know a 
priori what a suitable target microstructure is without having a response model that can be used to predict 
the effect of as-grown crystal defects on response, especially given that this is the main goal of improved 
crystal growth. The task is to develop a computer model for evaluating the response of defective CZT 
crystals, focusing on the effects of dislocations, point defect clusters, and Te-particles. The general 
approach consists of employing a Monte Carlo method for tracking the generation and transport of 
individual electrons and holes and for determining pulse heights under applied electric fields. The Monte 
Carlo method uses several input parameters, which can be obtained from ab initio calculations. Using 
these parameters, the Monte Carlo machinery probes the effects of a hypothetical heterogeneous structure 
of a defective crystal on detector properties such as the lifetime-mobility product. This task can be 
divided into two subtasks, which respective aims are to: 1) derive the principal Monte Carlo input 
parameters from ab initio calculations and 2) carry out simulations of charge generation and transport in 
defective CZT crystals. The atomistic nature of the approach will allow the investigation of a range of 
densities, spatial distributions, and size distributions of Te-particles, defect clusters, and dislocation 
configurations. This is really a UQ problem where we have developed accurate stochastic models for the 
densities of defects, size distributions, etc. 
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This response modeling task can make use of the advanced Monte Carlo code Northwest Electron and 
Gamma Ray Interactions in Matter (NWEGRIM), which simulates the generation and spatial distribution 
of information carriers created by gamma rays and fast electrons in detector materials and has been 
thoroughly tested for binary and ternary semiconductors and scintillators. For example, NWEGRIM has 
been used to determine the intrinsic properties of pure semiconductor materials such as Si, Ge, SiGe and 
CZT. The calculated mean energy per electron-hole pair, W, and Fano factors at 662 keV for these 
materials are in excellent agreement with experimental data, as shown in Figure 22. These results strongly 
suggest that the current capabilities developed at PNNL can be applied to study more complicated 
materials such as defected CZT. 

5.3.3 Research Direction 4: HPC Algorithm Development 

This research effort can support both DFT code improvements, including higher accuracy and O(N) 
methods, but also both spatial and temporal decompositions for current phase field methods, for example. 
Efficient and scalable solvers are at the crux of the computer simulation capability of the crystal growth 
mesoscale models since any of the proposed modeling efforts will operate right at the edge of current 
computability. Depending on the particular model formulation (e.g., the phase field approach uses fourth-
order Cahn Hilliard equations or system of equivalent second-order equations to describe the evolution of 
the defect concentrations), and the spatial discretization and time-discretization of the equations in the 
formulation, different solver techniques are needed in a discrete simulation such as those proposed here 
for modeling CZT crystal growth. These solvers are the computational bottlenecks in the simulation. 
However, the formulation of the problem needs to be examined so that spatial adaptivity is developed, 
perhaps through the use of advanced multigrid or adaptive grid methods, and, perhaps, the different fields 
or order parameters can be decoupled. For example, thermal, stress, and concentration fields obey distinct 
solution time steps and could be solved using some parallel time algorithms. To reduce the total number 
of time-steps, higher-order time-discretization schemes that permit larger time-steps can be used, such as 
first passage time methods. Since the total discretization error is a combination of the spatial and time 
discretization errors, higher-order time integrators will allow a balance of this combined error using larger 
time-steps than if a low-order time integrator were used. It should be noted that some links to ASCR-
funded Fast Math centers would be appropriate. 

6.0  Conclusions 
A comprehensive review of the current state-of-the-art in modeling SLI stability during crystal 

growth and in modeling defect evolution during crystal growth has been accomplished and used to reveal 
a series of gaps in our current modeling capabilities in applying such models to crystal growth of CZT. 
Thirteen of the gaps are in general model development issues and in crystal growth physics. Three of the 
gaps are in the relatively new area of uncertainty quantification, or UQ, that can be used to guide both 
model development and data sampling efforts for this daunting task. Two of the gaps are in computational 
areas having to do with increased computational efficiency for the anticipated methods. 

Research Directions 1 and 2 were suggested for closing these gaps in a gradual manner for CZT, 
with the UQ gaps embedded within the attempts to develop crystal growth models, while the 
computational gaps are treated separately in Research Direction 4. A response model for gamma-ray 
energy resolution in defective CZT crystals was suggested as Research Direction 3. 

It was recommended that a Research Direction 1 for crystal growth modeling focus on the stability 
during growth of a starting (111) seeded SLI for CZT. Solving this model will prove to be a substantial 
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achievement and will relate, for the first time, furnace growth conditions to maintaining a stable (111) 
growth without competing grain nucleation. This achievement will immediately suggest improved growth 
conditions for CZT since (111) growth is the preferred growth state and cannot always be maintained 
during VGF seeded growth. 

Research Direction 2 focused on the more difficult problem of simultaneously allowing SLI growth 
plus defect generation in the growing CZT solid. This is substantially more difficult due to uncertainties 
in nucleation rates of defects and unproven coarse-grain model development of highly coupled crystal 
growth events. For this model to be successful it must treat Te-particle genesis, dislocation generation, 
and point defect clustering during crystal growth. The main difficulty appears to be the long times 
required for the simulation and the large size of the high resolution models in order to capture dislocation 
cells formed during CZT cool down. 

It was also noted that there is a great need for Research Direction 3 for a validated CZT radiation 
detector response model to be developed to allow a target CZT defected microstructure to be computed. It 
is difficult to proceed along a path to minimize as-grown defects if there is not an understanding of the 
mechanisms for degradation in energy resolution in CZT for particular types of defects. For example, it 
may be possible to reduce the defect levels to some threshold that will achieve near-theoretical gamma-
ray energy resolution without fully optimizing CZT crystal growth. On the other hand, it might not be 
possible to achieve this resolution with current crystal growth methods. A physically based CZT response 
model would help answer these questions. 

The computational gaps require closing in Research Direction 4 to allow larger simulations with 
improved accuracy, from O(N) DFT with charge transfer to large-scale discrete simulations, such as phase 
field models. The goal of this research is to speedup computations by orders of magnitude while 
maintaining high spatial accuracy. 

The near-term recommendations would be to fund Research Direction 1 and 3 immediately with 
Research Direction 2 waiting for success in RD 1. Research Direction 4 should be pursued in 
collaboration with ASCR, if possible. 
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