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Executive Summary 

The purpose of this research is to develop and maintain numerical groundwater flow and transport 
models that can be used to refine the conceptual site model for groundwater beneath the 300 Area, and to 
assist in evaluating alternative remediation technologies focused on the 300 Area uranium plume. 
Groundwater flow rates and directions in the 300 Area are very dynamic because of the high hydraulic 
conductivities, along with the large daily, weekly, and seasonal fluctuations in the Columbia River stage.  
Quantifying the dynamics of groundwater flow and transport in the 300 Area aquifer will help understand 
the significant seasonal variability of uranium plume concentrations seen in biannual groundwater 
monitoring, and will help evaluate remediation options.  Groundwater flow rates are very high in the 
upper portion of the 300 Area unconfined aquifer (within the Hanford formation), with velocities up to 10 
to 15 m/d (35 to 50 ft/d) based on a tracer test and limited plume-migration data.  Variability in the 
groundwater-flow directions is apparent from analysis of hourly and subhourly automated water-level 
measurements from monitoring networks established in the 300 Area.  Generalized flow directions in the 
area between the north and south process ponds are toward the east to south, with the directions changing 
toward the south and west during periods of increases in the river stage (daily and seasonal). 

High-resolution water level and river stage data were required to simulate the dynamics of the 300 
Area aquifer.  Two scales of groundwater flow and transport models were developed based on the 
availability of high-resolution water-level monitoring data.  A larger-domain model was developed that 
includes the 300 Area and extends north and south using data from the early 1990s water-level monitoring 
network.  A smaller domain model was developed for a portion of the large scale model domain in the 
north of the 300 Area that used water-level data from another smaller monitoring well network that was 
established in 2004.  These models focus on the highly permeable upper portion of the unconfined aquifer 
within the Hanford formation that has hydraulic conductivity values 2 to 3 orders of magnitude higher 
than the underlying Ringold Formation aquifers.  These models simulate saturated and unsaturated 
groundwater flow and transport with the STOMP code, which was developed at Pacific Northwest 
National Laboratory.1

The hydrostratigraphy, topography, and bathymetry for the three-dimensional models used a 
consistent framework using EarthVision software.

  The model domains include the lower portion of the vadose zone to encompass the 
range of river stage and water-table elevation variations seen during the simulation periods. 

2

                                                      
1 Subsurface Transport Over Multiple Phases (numerical code). 
2 EarthVision® is a registered trademark of Dynamic Graphics, Inc. 

  The hydrostratigraphic units were determined from 
previously published interpretations of the 300 Area, along with data from additional wells installed since 
those studies.  A reanalysis of some of the older geologic unit picks from well logs in the area, along with 
using geophysical logs, was conducted based on the detailed knowledge gained from the 300 Area limited 
field investigation boreholes.  The primary hydrostratigraphic units within the model domain were the 
Hanford formation gravels, a fine-grained Ringold Formation unit that was encountered in many of the 
wells (although not completely continuous) in the 300 Area immediately below the Hanford and Ringold 
contact, and the underlying Ringold gravels.  The three-dimensional hydrostratigraphy in the EarthVision 
database was sampled at the model finite difference node locations.   
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Recent studies of the hyporheic zone in the 300 Area have shown the importance of a layer of river 
alluvium with lower hydraulic conductivity (relative to the Hanford formation) that is dampening the 
response of wells near the river to river-stage fluctuations, and limiting the aquifer flux to and from the 
river.  Downhole probe measurements of electrical conductivity and temperature of the aquifer in wells 
near the Columbia River have been interpreted to estimate the extent of the groundwater/river water 
mixing zone.  For example, downhole probe measurements in 2006 revealed that river water entered the 
aquifer to a distance of more than 188 m (617 ft) inland when the river stage was high.  Limited data on 
specific conductance (from biannual groundwater monitoring events) indicate the inland extent of river 
water could be much greater in places. 

A number of large- and small-scale model simulations were run focusing on the hydraulic 
conductivity values and distribution within the Hanford formation and river alluvium zone.  Simulations 
were run with uniform hydraulic conductivity values for the Hanford formation and with the Hanford 
formation subdivided into two zones with different hydraulic conductivity values.  Heterogeneous 
hydraulic properties in the Hanford formation were also developed from stochastic hydraulic properties 
developed for the large-scale model.  The hydraulic conductivity of the Hanford formation in the 300 
Area was difficult to determine through common methods used for aquifer testing, such as slug tests and 
limited duration pumping tests, because of its very high permeability (> 1000 m/d [3,280 ft/d]) and the 
fluctuating water table induced by changes in the river stage.  Hydraulic conductivities for the Ringold 
Formation were not varied and were established based on slug testing results.  A simulation matrix was 
developed to bracket hydraulic conductivity values for the Hanford formation and to evaluate the different 
property distributions.  The number of simulations that could be run was limited by the computational 
requirements of the runs and available resources.  This precluded a rigorous inverse process for parameter 
estimation within the scope of this effort.  However, this research did include some limited trial and error 
fitting of hydraulic conductivity. 

Simulation results were assessed by a number of metrics, including calculating the difference between 
simulated and measured water levels for wells from the automated water-level monitoring network within 
the model domain; simulated tracer plume drift directions and x-y velocities calculated from changes in 
center of mass of the tracer plumes compared to the limited field tracer test results; and comparison of the 
arrivals and inland extent of a simulated river water tracer (for the small-scale model only) with downhole 
measurements of specific conductance from the automated monitoring well network.  Additionally, water 
fluxes are calculated for the model boundaries (north, south, east, and Columbia River) for evaluation in 
comparison with independent estimates and to show the range in simulated values for the different cases 
that were run.  Recommendations for additional conceptual and numerical model development based on 
the results of this study are also described in this report.  



 

v 

Acknowledgments 

The authors would like to acknowledge the helpful support of the following individuals:  Duane Ward 
for GIS, testing, and archiving; Ray Clayton, Darrell Newcomer, and Robert Edrington (at Fluor Hanford, 
Inc.) for collecting and processing water level data; Bruce Bjornstad and Bruce Williams assisted in the 
hydrostratigraphic interpretation; Brad Fritz and Rob Mackley for their insight on the 300 Area hyporheic 
zone; and Yi-Ju Bott for preliminary exploratory data analyses.  We also acknowledge the guidance and 
contributions of Vicky Freedman and Fred Zhang for developing and implementing the configuration 
management system.  Hope Matthews provided the text editing with text processing provided by Lila 
Andor and Stacy Larsen.  We acknowledge John Smoot (Fluor Hanford, Inc) for his the review and 
recommendations.  Finally, the authors would like to thank Chris Johnson for his thorough and thoughtful 
review. 





 

vii 

Acronyms and Abbreviations 

AWLN Automated Water Level Network Data Module 

BHI Bechtel Hanford, Inc. 

BWTF Buried Waste Test Facility 

DOE U.S. Department of Energy 

DOE-RL U.S. Department of Energy, Richland Operations Office 

FY fiscal year 

gpd gallons per day 

gpm gallons per minute 

GSLIB Geostatistical Software Library 

LFI limited field investigation 

Lpd liters per day 

Lpm liters per minute 

MMT Multicomponent Mass Transfer 

PNNL Pacific Northwest National Laboratory 

PTF pedotransfer functions 

RACS Remediation and Closure Science Project 

RESRAD residual radioactivity code 

RI/FS remedial investigation feasibility study 

RMSE root mean squared error 

SGSIM sequential Gaussian simulation program 

STOMP Subsurface Transport Over Multiple Phases (numerical code) 

VTT Variable Thickness Transient (numerical code) 
 





 

ix 

Contents 

Executive Summary ..............................................................................................................................  iii 
Acknowledgments .................................................................................................................................  v 

Acronyms and Abbreviations ...............................................................................................................  vii 
1.0 Introduction ..................................................................................................................................  1.1 

1.1 Previous Studies ...................................................................................................................  1.1 
1.1.1 Site Characterization Studies.....................................................................................  1.4 
1.1.2 Previous Modeling Studies ........................................................................................  1.5 

1.2 Scope and Outline ................................................................................................................  1.7 

2.0 Hydrogeology ...............................................................................................................................  2.1 

2.1 Geologic Setting/Hydrostratigraphy ....................................................................................  2.1 
2.1.1 Ringold Formation ....................................................................................................  2.2 
2.1.2 Hanford Formation ....................................................................................................  2.2 
2.1.3 Recent Eolian Deposits and Backfill .........................................................................  2.3 
2.1.4 Hydrogeologic Unit Designations for Groundwater Modeling .................................  2.3 
2.1.5 Revision of Hanford and Ringold Formations Contact Surface ................................  2.4 
2.1.6 Spatial Data Management (EarthVision Database) ...................................................  2.6 
2.1.7 Uncertainties in Defining the Hydrogeologic Framework ........................................  2.7 

2.2 Aquifer Hydraulic Properties ...............................................................................................  2.13 

2.3 Water Table and Groundwater Flow Directions ..................................................................  2.14 
2.3.1 Current (2004+) Water-Level Monitoring Network..................................................  2.18 
2.3.2 Early 1990s Water-Level Monitoring Network ........................................................  2.34 
2.3.3 Polyphosphate Treatability Test Flow Rates and Directions ....................................  2.37 

2.4 300 Area Hyporheic Zone Studies .......................................................................................  2.38 
2.4.1 Drive-Point Penetration .............................................................................................  2.39 
2.4.2 Piezometer Head Measurements and Slug Tests .......................................................  2.39 
2.4.3 Underwater Video .....................................................................................................  2.39 
2.4.4 Bathymetry ................................................................................................................  2.41 
2.4.5 Sub-Bottom Profiling ................................................................................................  2.41 
2.4.6 Sediment Sampling ...................................................................................................  2.42 

3.0 Large-Scale 300 Area Groundwater Flow and Transport Model .................................................  3.1 

3.1 Model Description ................................................................................................................  3.1 
3.1.1 Model Grid ................................................................................................................  3.2 
3.1.2 Hydrogeology ............................................................................................................  3.2 
3.1.3 Boundary Conditions .................................................................................................  3.5 
3.1.4 Water Sources and Sinks ...........................................................................................  3.6 
3.1.5 Hydraulic Property Distributions ..............................................................................  3.7 
3.1.6 Spatial Moment Calculations ....................................................................................  3.24 



 

x 

3.2 Simulation Results................................................................................................................  3.25 
3.2.1 Example Simulation Detailed Results .......................................................................  3.27 
3.2.2 Large-Scale 300 Area Model Cases ..........................................................................  3.41 

4.0 Small-Scale North 300 Area Flow and Transport Model .............................................................  4.1 

4.1 Small-Scale (R1B) Model Description.................................................................................  4.2 
4.1.1 Model Grid Configuration .........................................................................................  4.2 
4.1.2 Model Boundary Conditions .....................................................................................  4.2 
4.1.3 Model Sources and Sinks ..........................................................................................  4.3 
4.1.4 Model Hydrostratigraphy ..........................................................................................  4.4 
4.1.5 Model Material Properties .........................................................................................  4.7 

4.2 Simulation Results................................................................................................................  4.10 
4.2.1 Detailed Example Simulation Case – r1b2-e ............................................................  4.11 
4.2.2 Comparison of Hydraulic Property Cases .................................................................  4.26 
4.2.3 Refined Vertical Node Grid Spacing Model – R1C ..................................................  4.31 

5.0 Summary and Recommendations .................................................................................................  5.1 

5.1 Summary ..............................................................................................................................  5.1 

5.2 Recommendations ................................................................................................................  5.6 

6.0 References ....................................................................................................................................  6.1 

Appendix A – Hanford Site 300 Area Porosity Data ............................................................................  A.1 

Appendix B – Hanford Site 300 Area Gamma Log Data .....................................................................  B.1 

Appendix C – Whole Sediment Grain-Size Distribution Data and Metrics for 
Selected LFI Core Samples ...........................................................................................  C.1 

Appendix D – Tests for Statistical Significance of Differences Between Mean Values ......................  D.1 
 



 

xi 

Figures 

1.1 Map of the Hanford Site with the 300 Area Location .................................................................   1.2
1.2 Locations of Monitoring Wells and Facilities at the 300 Area ...................................................   1.3
2.1 Hydrogeologic Stratigraphic Column for the 300 Area ..............................................................   2.1
2.2 Contour Map of Contact Elevation Between the Ringold and Overlying Hanford 

Formations ..................................................................................................................................   2.8
2.3 Cross Section A-A' Showing Hydrogeologic Units and Seasonal Water-Table 

Elevations at the 300 Area ..........................................................................................................   2.9
2.4 Cross Section B-B' Showing Hydrogeologic Units and Seasonal Water-Table 

Elevations at the 300 Area ..........................................................................................................   2.9
2.5 Cross Section C-C' Showing Hydrogeologic Units and Seasonal Water-Table 

Elevations at the 300 Area ..........................................................................................................   2.10
2.6 Cross Section D-D' Showing Hydrogeologic Units and Seasonal Water-Table 

Elevations at the 300 Area ..........................................................................................................   2.10
2.7 Cross Section E-E' Showing Hydrogeologic Units and Seasonal Water-Table 

Elevations at the 300 Area ..........................................................................................................   2.11
2.8 Map Showing Locations of Cross Sections ................................................................................   2.12
2.9 Three-Dimensional View of the Top of the Ringold Formation Showing Boreholes 

Defining the Fine-Grained Subunit .............................................................................................   2.13
2.10 Location and Hydraulic Conductivity Values for Pumping Tests with Results 

Considered Reliable ....................................................................................................................   2.17
2.11 Columbia River Stage from the 300 Area Gauging Station for 2006 and 2007 .........................   2.18
2.12 Water-Table Elevations and Uranium Concentrations in Upper Part of Unconfined 

Aquifer Beneath 300 Area, December 2005 ...............................................................................   2.20
2.13 Water-Table Elevations and Uranium Concentrations in Upper Part of Unconfined 

Aquifer Beneath the 300 Area, June 2006 ..................................................................................   2.21
2.14 The 2004+ Water-Level Monitoring Network for the 300 Area – Initial High-River 

Stage Example.............................................................................................................................   2.22
2.15 The 2004+ Water-Level Monitoring Network for the 300 Area – Sustained High-River 

Stage Example.............................................................................................................................   2.23
2.16 The 2004+ Water-Level Monitoring Network for the 300 Area – Initial Lower River 

Stage Following High-River Stage Example ..............................................................................   2.24
2.17 The 2004+ Area Water-Level Monitoring Network in the 300 Area – Sustained Low-

River Stage – Inflow Example ....................................................................................................   2.25
2.18 The 2004+ Water-Level Monitoring Network for the 300 Area – Sustained Low-River 

Stage – Outflow Example ...........................................................................................................   2.26
2.19 300 Area Water-Level Monitoring Network – Hydraulic Gradient Rose Diagrams for 

Mid-October, 2006, Through July 26, 2007 ...............................................................................   2.27
2.20 300 Area Water-Level Monitoring Network – Hydraulic Gradient Rose Diagrams for 

July 26, 2006, Through July 26, 2007 .........................................................................................   2.28



 

xii 

2.21 300 Area Water-Level Monitoring Network – Hydraulic Gradient Rose Diagrams for 
July 26, 2006, Through July 26, 2007 .........................................................................................   2.29

2.22 Hydraulic Gradient Directions for August 2006 Through January 2007 Calculated from 
300 Area Automated Water-Level Network for Well Cluster 399-1-16a, 399-2-2, and 
399-1-7 ........................................................................................................................................   2.30

2.23 Hydraulic Gradient Directions for February 2007 Through July 2007 Calculated from 
300 Area Automated Water-Level Network for Well Cluster 399-1-16a, 399-2-2, and 
399-1-7 ........................................................................................................................................   2.31

2.24 Temperature Measurements from Wells in the 2004+ 300 Area Monitoring Network 
for 2006 .......................................................................................................................................   2.33

2.25 Electrical Conductivity Measurements from Wells in the 2004+ 300 Area Monitoring 
Network for 2006 ........................................................................................................................   2.33

2.26 Columbia River Stage from the 300 Area Gauging Station for 1992 and Early 1993 ................   2.34
2.27 Wells in the Early 1990s Water-Level Monitoring Network ......................................................   2.35
2.28 Wells in the Early 1990s Water-Level Monitoring Network ......................................................   2.36
2.29 Monitoring Well Network for the Polyphosphate Treatability Test Site ....................................   2.37
2.30 Locations of the Drive-Point Penetrations and the “Depth of Refusal” Results .........................   2.40
2.31 Hydraulic Conductivity Measured in Piezometers in the Hyporheic Zone Near Spring 9 

Along the Columbia River Shoreline ..........................................................................................   2.41
2.32 Transects for Acoustic Profiles of the River Bed Shown in Figure 2.33 ....................................   2.43
2.33 Example Acoustic Profiles of the River Bed Along the Transects Shown in Figure 2.32 ..........   2.44
2.34 Locations of Sediment Samples Collected from the River Bed and Sediment Photos ...............   2.45
2.35 Area Where Saturated Hanford Formation Sediment is in Contact With the River 

Channel Based on the Current Hydrogeologic Model ................................................................   2.46
3.1 Plan View of Large-Scale 300 Area STOMP Model Grid with Selected Wells .........................   3.3
3.2 Three-Dimensional View of STOMP Model Grid R5B with the Top of the Model 

Domain in the Vadose Zone at an Elevation of 109 m NAVD88 ...............................................   3.4
3.3 Plan-View Zonations of the Hanford Formation at 106-m Elevation and 102-m 

Elevation .....................................................................................................................................   3.8
3.4 Locations of Boreholes from Which Core Porosity and Gross Gamma Log Data Were 

Collected .....................................................................................................................................   3.10
3.5 Directional Experimental and Model Variograms for Total Porosity and Gross Gamma 

Log Data in the 300 Area ............................................................................................................   3.12
3.6 Cross-Plot of Co-Located Porosity and Gamma Log Data for 300 Area Wells .........................   3.13
3.7 Gamma Log – Grain Size Correlation Functions Representing Selected Samples from 

LFI Boreholes .............................................................................................................................   3.14
3.8 Oblique Views of Three Stochastic Realizations of dg Generated Using SGSIM with 

Gamma Log Data and Gamma Log-Grain Size Correlation Functions ......................................   3.15
3.9 Oblique Views of Three Stochastic Realizations of Total Porosity Generated Using 

SGSIM with Simulated dg fields as Soft Data ............................................................................   3.17
3.10 Oblique Views of Three Stochastic Realizations of x-Direction Hydraulic Conductivity .........   3.21
3.11 Oblique Views of Three Stochastic Realizations of Porosity .....................................................   3.22



 

xiii 

3.12 Oblique Views of Three Stochastic Realizations of x-Direction Hydraulic Conductivity 
Generated Using Smoothed Contours .........................................................................................   3.23

3.13 River Stage During Simulation Period Showing Times of Tracer Pulses and Drift ...................   3.27
3.14 Comparison of Simulated Hydraulic Heads and Measured Water Levels for Boundary 

Wells ...........................................................................................................................................   3.29
3.15 Comparison of Simulated Hydraulic Heads and Measured Water Levels for Selected 

Near-River Wells ........................................................................................................................   3.30
3.16 Comparison of Simulated Hydraulic Heads and Measured Water Levels for Selected 

Inland Wells ................................................................................................................................   3.31
3.17 Calculated Head Residuals for Large-Scale 300 Area Model Example Case .............................   3.33
3.18 Simulated Instantaneous Water Fluxes Calculated for Model Boundaries .................................   3.35
3.19 Simulated Cumulative Net Water Fluxes Calculated for Model Boundaries .............................   3.36
3.20 Simulated Annual Cumulative Water Flux for Period from February 1, 1992, to 

February 1, 1993 .........................................................................................................................   3.37
3.21 Simulated Conservative Tracer– April 20, 1992 Pulse; Initial High-River Stage Period ...........   3.38
3.22 Simulated Conservative Tracer– June 22, 1992 Pulse; High- to Low-River Stage 

Period. Plots show the plumes at the end of the 1-day pulse and at 5, 10, 15, 20, and 25 
elapsed days. ...............................................................................................................................   3.39

3.23 Simulated Conservative Tracer– October 6, 1992, Pulse; Low-River Stage Period ...................   3.40
3.24 Plume Center-of-Mass Horizontal Velocity Magnitudes for April, June, and October 

1992 Conservative Tracer Pulses ................................................................................................   3.41
3.25 Comparison of Sum-of-Squared Hydraulic Head Residuals for Large-Scale 300 Area 

Model Simulations ......................................................................................................................   3.42
3.26 Comparison of Sum-of-Squared Hydraulic Head Residuals for All Stochastic Large-

Scale 300 Area Model Simulations .............................................................................................   3.43
3.27 Summary of Simulated Cumulative Annual Water Fluxes for Large-Scale 300 Area 

Model Simulations ......................................................................................................................   3.44
4.1 Plan View of Small-Scale Model Grid with Selected Wells .......................................................   4.1
4.2 Hydraulic Property Zonation at 103-m Elevation for the Small-Scale 300 Area Model ............   4.5
4.3 Hydraulic Property Zonation at 102-m Elevation for the Small-Scale 300 Area Model ............   4.6
4.4 Three-Dimensional View of Hydraulic Property Zonation for the Small-Scale 300 Area 

Model ..........................................................................................................................................   4.7
4.5 River Stage and Timing of Tracer Pulses ...................................................................................   4.10
4.6 Comparison of Simulated Hydraulic Heads and Measured Water Levels for Boundary 

Wells ...........................................................................................................................................   4.12
4.7 Comparison of Simulated Hydraulic Heads and Measured Water Levels for Near-River 

Wells Within the Model Domain ................................................................................................   4.13
4.8 Comparison of Simulated Hydraulic Heads and Measured Water Levels for Inland 

Wells within the Model Domain .................................................................................................   4.14
4.9 Calculated Head Residuals for Small-Scale 300 Area Model Example Case .............................   4.16
4.10 Simulated Instantaneous Water Fluxes Calculated for Model Boundaries .................................   4.18
4.11 Simulated Net Cumulative Water Fluxes Calculated for the Small-Scale Model 

Boundaries ..................................................................................................................................   4.19



 

xiv 

4.12 Simulated Annual Cumulative Water Flux for 2006 for the Small-Scale Model 
Example Case ..............................................................................................................................   4.20

4.13 Simulated Conservative Tracer Pulse for Small-Scale Model Case r1b2-e During the 
Initial Seasonal River Stage Increase in March 2007 .................................................................   4.21

4.14 Simulated Conservative Tracer Pulse for Small-Scale Model Case r1b2-e During 
High-River Stage Period in June 2006 Followed by Lower Stage in July 2006 .........................   4.22

4.15 Simulated Conservative Tracer Pulse for Small-Scale Model Case r1b2-e During 
Low-River Stage Period in December 2006 and January 2007 ..................................................   4.23

4.16 Weekly Average Simulated Tracer Horizontal Velocities from Calculated Center of 
Mass Positions of Tracer Pulses for Case r1b2-e ........................................................................   4.24

4.17 Simulated Conservative River Tracer for Small-Scale Model Case r1b2-e During High-
River Stage Period in 2006 .........................................................................................................   4.25

4.18 Comparison of Simulated River Tracer with Electrical Conductivity Measurements for 
2006 .............................................................................................................................................   4.26

4.19 Comparison of Water-Level Measurement Fit of Small-Scale 300 Area Model Cases..............   4.28
4.20 Comparison of Weekly Average Tracer Simulated Velocities from Calculated Center 

of Mass Positions of Tracer Pulses for Selected Cases ...............................................................   4.30
4.21 Simulated Conservative Tracer Pulse for Case r1b2-g During the Low-River Stage 

Period in December 2006 and January 2007 ...............................................................................   4.33
4.22 Comparison of Simulated Conservative River Tracer Maximum Inland Extent for 

Selected Cases During the High-River Stage Period in 2006 .....................................................   4.34
4.23 Comparison of Simulated Cumulative Net Annual Water Fluxes for the Small-Scale 

300 Area Model Cases for 2006..................................................................................................   4.35
4.24 Three Dimensional View of the Hydraulic Property Zonation for the Refined Vertical 

Node Spacing Small-Scale 300 Area Model ...............................................................................   4.36
4.25 Comparison of Water-Level Measurement Fit for the Small-Scale 300 Area Model 

Cases With Refined Vertical Grid and Standard Grid ................................................................   4.37
4.26 Comparison of Cumulative Net Annual Water Fluxes for the Small-Scale 300 Area 

Model Cases With Refined Vertical Grid and Standard Grid .....................................................   4.37
 



 

xv 

Tables 

2.1 Revised Elevation Picks for Top of Ringold and Fine-Grained Subunit ....................................   2.6
2.2 Summary of Aquifer Pumping Tests Results for the 300 Area...................................................   2.15
2.3 Well Names with Hourly and Sub-Hourly Temperature and Electrical Conductivity 

Measurements in the 2004+ 300 Area Monitoring Network ......................................................   2.32
3.1 Parameters of Nested Spherical Variogram Models for 300 Area Porosity and Gamma 

Log Data ......................................................................................................................................   3.11
3.2 Parameters of Gamma Log – Grain Size Correlation Functions Shown in Figure 3.7 ...............   3.14
3.3 Common Parameters for Large-Scale 300 Area Model Runs .....................................................   3.25
3.4 Large-Scale 300 Area Simulations - Hydraulic Conductivity Cases ..........................................   3.26
3.5 Detailed Hydraulic Head Residuals Calculated for the Example Case .......................................   3.32
4.1 Common Material and Transport Properties Used for the Smaller-Scale 300 Area 

Three-Dimensional Model ..........................................................................................................   4.8
4.2 Hydraulic Property Values for the Small-Scale 300 Area Three-Dimensional Model 

Cases. ..........................................................................................................................................   4.9
4.3 Detailed Hydraulic Head Residuals Calculated for the Small-Scale Model Example 

Case .............................................................................................................................................   4.15
5.1 Net Aquifer Water Flux Estimates to the Columbia River Along the Hanford Site ...................   5.6
 
 





 

1.1 

1.0 Introduction 

Researchers at Pacific Northwest National Laboratory (PNNL) have developed field-scale 
groundwater flow and transport simulations for the aquifer beneath the 300 Area.  The research was 
conducted as part of the 300-FF-5 Operable Unit Phase III Feasibility Study (DOE-RL 2005) and will 
also support upcoming activities associated with new records of decision for the region.  The 300 Area is 
located in the southeast portion of the U.S. Department of Energy’s (DOE) Hanford Site in Washington 
State (Figure 1.1).  Historical operations involving uranium fuel fabrication and research activities at the 
300 Area have contaminated engineered liquid-waste disposal facilities, the underlying vadose zone, and 
the uppermost aquifer with uranium (Peterson et al. 2008a).  The purpose of this research is to develop 
and maintain numerical groundwater flow and transport models that can be used to refine the conceptual 
site model for groundwater beneath the 300 Area, and to assist in evaluating alternative remediation 
technologies focused on the 300 Area uranium plume. 

The unconfined aquifer system beneath the 300 Area is very dynamic because of the influence of 
fluctuations in the Columbia River stage (daily, weekly, and seasonal) and the high permeability of the 
Hanford formation, which is the uppermost hydrologic unit.  To simulate the dynamics of this system for 
this study, two groundwater flow and transport models were developed based on the availability of hourly 
water-level data for multiyear periods from 1) networks of wells around the 300 Area, and 2) the 
Columbia River stage.  The plan view domains of these models were determined by the well coverage in 
these water-level monitoring networks as shown in Figure 1.2.  These models used a common 
three-dimensional hydrostratigraphic framework developed from extensive site characterization studies 
(discussed below), and encompass the upper portion of the unconfined aquifer and the lower portion of 
the vadose zone.  The first model has a larger domain (see Figure 1.2) and was based on a water-level 
monitoring network operated during the early to mid-1990s (Campbell 1994, Campbell and Newcomer 
1992).  The second, smaller-scale model focused on the northern portion of the 300 Area (see Figure 1.2) 
and was based on the current water-level monitoring network established in 2004 by the Remediation and 
Closure Science (RACS) Project.  This water-level monitoring network has been supplemented by other 
projects in subsequent years.  These models used the Subsurface Transport Over Multiple Phases 
(STOMP) code, a general-purpose tool for simulating subsurface flow and transport developed at PNNL 
(White and Oostrom 2000, 2004). 

1.1 Previous Studies 

Prior site characterization and groundwater modeling studies of the 300 Area are briefly described in 
the following subsections.  Important processes and dynamics identified in these previous studies need to 
be incorporated into the site conceptual model and implemented in the numerical models.  Specific site 
characterization studies are described in more detail in Sections 1.1.1 and 2.0; these studies relate to the 
development of the hydrogeologic framework used in constructing the 300 Area groundwater models. 
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Figure 1.1.  Map of the Hanford Site with the 300 Area Location  
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Figure 1.2. Locations of Monitoring Wells and Facilities at the 300 Area.  Blue lines show the 

larger-scale groundwater model boundaries and the yellow lines show the smaller-scale 
model boundaries.  The green lines show the outlines of the major waste disposal sites. 
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1.1.1 Site Characterization Studies 

Lindberg and Bond (1979), Schalla et al. (1988), Gaylord and Poeter (1991), and Swanson et al. 
(1992) performed early studies on the hydrogeologic characterization of the 300 Area.  The 
hydrogeologic framework of the 300 Area was recently updated in a limited field investigation (LFI) of 
the 300 Area performed in fiscal years (FY) 2006 and 2007 (Williams et al. 2007). 

Four new wells were installed as part of the LFI.  The installation process included collection of 
continuous core samples and geophysical logging.  Physical and chemical properties were measured on 
many of the samples in the laboratory.  Results from the LFI helped refine the hydrogeologic unit 
contacts, sediment characteristics, and the distribution of uranium in vadose zone and aquifer sediments.  
In addition to the LFI wells, a new characterization well was installed recently in an area of sparse well 
coverage northwest of the 300 Area (Williams et al. 2006 [see Figure 1.2, well 699-S20-E10]).  
Depth-discrete hydraulic testing that used slug interference tests, conducted as part of the LFI borehole 
characterization, showed that the Hanford formation sediment in the upper portion of the 300 Area 
unconfined aquifer had a much greater hydraulic conductivity  than the Ringold Formation sediment in 
the deeper portion of the unconfined aquifer; i.e., 100 to 1000 times greater.  Specific hydraulic 
conductivity values for most slug tests conducted in the Hanford formation during the LFI could not be 
determined using this test method because of the very high permeability, so minimum values were 
reported.  Depth-discrete soil and water sampling was also conducted for uranium analysis as part of the 
LFI.  Almost all the uranium-contaminated water and soil samples were from the Hanford formation, with 
only one contaminated sample from the deeper Ringold Formation that was just below the Hanford and 
Ringold Formation contact.  

Uranium concentration trends were recently compiled for 300 Area groundwater in an update to the 
conceptual model for uranium (Peterson et al. 2008a) and also an earlier expanded groundwater 
monitoring report for the 300-FF-5 Operable Unit (Peterson et al. 2005).  Samples for monitoring 
uranium in groundwater from wells in the 300 Area are collected during the low-to-average water 
table/river stage conditions in December, and again at high-river stage/water-table conditions in June.  
Uranium concentrations above background levels are detected only from wells completed in upper 
portion of the unconfined aquifer within the Hanford formation.  While the overall extent and 
concentration levels of the uranium plume have not changed appreciably over the past few years, 
significant seasonal trends are apparent during the high and low water-table conditions.  During low 
water-table conditions in December, peak uranium concentrations, ranging from 100 to 200 µg/L, are 
measured from wells near the shoreline of the 300 Area with lower concentrations around the waste site 
farther inland.  During high water-table conditions in June, higher uranium concentrations are measured 
from wells inland around the waste sites with lower concentrations along the river shoreline.  Uranium 
concentrations are also higher during years with very high Columbia River stage/water-table conditions. 

Studies on the dynamics and uranium contamination in the hyporheic zonethe zone of mixing 
between the aquifer and Columbia River in the 300 Areahave been ongoing for the past few years; 
results are reported in Fritz et al. (2007).  These studies describe the spatial and temporal variations in the 
uranium plume in the aquifer, along with uranium concentrations measured at the shoreline and in the 
Columbia River bed.  Detailed pressure and uranium measurements in the hyporheic zone were used to 
estimate water and uranium fluxes to the river that vary significantly with river stage.  Hydraulic tests 
conducted in the riverbed showed significantly lower hydraulic conductivities relative to the upper 



 

1.5 

portion of the unconfined aquifer with the hydraulic conductivities increasing with depth.  These 
dynamics need to be captured by the numerical implementation of the site conceptual model. 

A 300 Area treatability test for stabilization of uranium in groundwater using polyphosphate was 
started in FY 2006, with major site characterization and field injection activities conducted in FY 2007 
(Vermeul et al. 2007).  These activities focused around LFI well 399-1-23 (see Figure 1.2).  A network of 
15 monitoring wells was installed around well 399-1-23 at distances up to 30 m (100 ft).  In addition to 
borehole characterization and aquifer tests, a sodium-bromide tracer test was conducted in December 
2006 (injection of 552,600 L [146,000 gal] of solution into the aquifer at well 399-1-23 at a rate of 
757 liters per minute (Lpm) [200 gal per min (gpm)].  Polyphosphate injection was conducted in June 
2007 (approximately 3,800,000-L [1 million gal] of reagent injected into well 399-1-23 at 757 Lpm [200 
gpm]).  Preliminary monitoring results of the tracer test showed the tracer drifted with ambient 
groundwater flow after the injection at a velocity of up to 15 m/d (50 ft/d) southeast from the injection 
well during late December 2006 and early January 2007.  Groundwater flow directions during the June 
2007 treatability test were oriented more toward the south (compared to the southeast during December 
2006 and January 2007).   

1.1.2 Previous Modeling Studies 

The earliest numerical 300 Area groundwater modeling study was published by Lindberg and Bond 
(1979).  Lindberg and Bond (1979) developed a Variable Thickness Transient (VTT) groundwater flow 
model of the 300 Area from a sub-region within the larger Hanford Project VTT model (Kipp et al. 1972).  
These VTT models were two-dimensional (x-y) transmissivity finite difference models.  Lindberg and 
Bond (1979) developed a calibrated flow model that specified transmissivity distributions to fit weekly 
water-level measurements collected from 29 wells in the 300 Area in 1977.  Transmissivities for the final 
calibrated model ranged from 1,900,000 to 250,000,000 Lpd/m (150,000 to 20,000,000 gpd/ft) with the 
highest values in the central portion of the model.  The transient flow model included water sources/sinks 
from the 300 Area operations.  Average groundwater velocities from selected streamlines (using steady-
state flow fields at selected times with an assumed porosity of 10%) were 5.4 m/d (18 ft/d) with a range 
from 0.3 to 43 m/d (1 to 142 ft/d).  Pathlines were calculated using the transient flow field and compared 
to a steady-state streamline at the same starting location and time that showed the travel time to the 
Columbia River was longer in the transient path line.  Transport calculations for a number of 
radionuclides were conducted using the VTT velocity field with the Multicomponent Mass Transfer 
(MMT) model for a test case based on a spill from the 325 Building in 1979.  Radionuclide transport was 
simulated using linear isotherms with distribution coefficients (Kd). 

A three-dimensional numerical model was developed for the Phase I remedial investigation of the 
300-FF-5 Operable Unit in 1993 (DOE-RL 1994a).  This model used the PORFLO-3 code, a 
saturated/unsaturated finite difference flow and transport code (Runchal et al. 1992).  The model 
contained four types of hydrofacies zones (developed for the 300 Area by Gaylord and Poeter [1991]) of 
gravel, sandy gravel, sand, and mud/silt.  These hydrofacies were applied to the grid to create 17 separate 
zones in the model.  Flow calibration runs were conducted with limited monthly steel-tape water-level 
measurements, along with a short period for which hourly water-level data were available.  Final 
hydraulic conductivity for the model “ranged from 0.2 m/d (0.65 ft/d) for mud/silt to 7500 m/d for gravel” 
(DOE-RL 1994a, pg. D-4).  Flow and transport simulations were conducted with multiple Kd values for 
uranium (0, 1, 10, and 25 mL/g) with initial uranium concentrations in the aquifer based on contoured 
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measured concentrations from the first quarter of 1992.  There were no additional sources of uranium 
from the vadose zone.  Because there were no additional uranium sources for the model, simulated 
uranium concentrations decreased from the initial concentrations through time for all cases.  Results from 
the Kd = 1 mL/g case, starting with the 1992 uranium concentrations, showed simulated uranium 
concentrations decreased to less than 10 pCi/L by the year 2000.  For the Kd= 25 mL/g case, maximum 
simulated concentrations were 23 pCi/L at the year 2018.  This model was also used to investigate 
possible remediation scenarios (e.g., the impact of extraction wells).  Simple one-dimensional analytic 
models were also developed based on the travel times from the three-dimensional model results.  Model 
results were used for the remedial investigation feasibility study (RI/FS) for the 300-FF-5 Operable Unit 
in 1995 (DOE-RL 1994b). 

A Residual Radiation (RESRAD) model (ANL 1993) was used in the 300 Area to evaluate and help 
determine the uranium soil cleanup levels for the 300-FF-1 and 300-FF-2 soil operable units (BHI 2002).  
The RESRAD simulations in this Bechtel Hanford, Inc. (BHI 2002) study were designed to represent 
future conditions at the 300 Area site with a vegetated cover and natural recharge.  Simulations were 
conducted to determine soil uranium concentrations in the upper 4 m (13 ft) of the soil zone that would 
not exceed the 30 µg/L maximum contaminant level for uranium in the aquifer immediately downgradient 
of the contaminated soil site.  The simulations in the BHI report (BHI 2002) only addressed the transport 
of uranium from initial residual contamination in the upper portion of the vadose zone (4 m [13 ft]).  The 
lower vadose zone (below 4 m [13 ft] depth) and aquifer were not represented as contaminated for initial 
conditions in this modeling effort.  The aquifer was treated as being a constant thickness with a hydraulic 
conductivity of 673,846 m/yr (1845 m/d) and a hydraulic gradient of 5 x 10-4.  The result of this study was 
a revision in the prior soil cleanup standard from 350 pCi/g total uranium concentrations to 267 pCi/g.  
This RESRAD study included uranium leaching and sorption studies with contaminated 300 Area 
sediments under various water chemistries using bench-scale column and batch studies (BHI 2002, Serne 
et al. 2002).  Based on these bench-scale studies, a Kd of 8.9 mL/g was selected for the uppermost 4-m 
(13-ft) contaminated zone, and a Kd of 0 mL/g was used for the lower vadose zone and aquifer to provide 
a conservative estimate within the RESRAD model.   

Waichler and Yabusaki (2005) developed a two-dimensional (x-z) model of the aquifer and vadose 
zone, using the STOMP code, along the transect between well 399-6-1 and the Columbia River (oriented 
perpendicular to the river).  This model used hourly water-level data from the 300 Area and hourly river 
stage data measured at the 300 Area in the early 1990s (see Section 2.4) to provide boundary conditions 
for the two-dimensional model and for comparison with model predictions.  Cases were run with the 
vertical domain extending down to the top of the basalt and a shallower domain down to the top of the 
Ringold Formation mud unit.  Simulated fluxes from the deeper model that extended to the basalt were 
increased by only a small amount relative to fluxes calculated for the shallower domain. Thus, the 
shallower domain was used for the study.  Cases were also run with different hydraulic conductivities (K) 
specified for the Hanford formation, the most permeable unit located at the top of the unconfined aquifer 
in the 300 Area.  Hydraulic conductivities ranging from 1500 m/d (4921 ft/d) to 15,000 m/d (49,212 ft/d) 
were used.  Solute transport simulations were conducted to illustrate the mixing zone between the 
Columbia River and the aquifer.  The mixing zone, simulated by a river tracer, extended up to 150 m 
(492 ft) inland for the base case (1500 m/d [4921 ft/d] Hanford formation K) and extended further inland 
for the higher K cases.  The study showed large reductions in the extent of the simulated mixing zone 
using boundary conditions (i.e., Columbia River stage) that averaged daily or monthly compared to 
simulated results using hourly forcing; however, the study also stated that a 2- to 12-hr forcing may be 
acceptable. 
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Meyer et al. (2007) provides a description of the development of a comprehensive methodology for 
combined estimation of hydrogeologic conceptual models, parameter, and scenario uncertainty, and its 
application to uranium transport at the 300 Area.  The methodology is based on an extension of a 
maximum likelihood implementation of Bayesian model averaging.  For application at the 300 Area, eight 
alternative three-dimensional models representing uncertainty in hydrogeologic and geochemical 
properties, as well as the temporal variability, were considered.  Two alternative scenarios representing 
alternative future behavior of the Columbia River were also considered.  The alternative models 
developed used MODFLOW and MT3DMS modeling codes, which were calibrated using hydraulic head 
and uranium concentration observations over a 7-year period.  Uranium concentrations within each 
scenario were then predicted over a 20-year period.  The research in this report represents the first 
successful attempt at joint calibration of groundwater flow and transport models for the 300 Area using 
hydraulic head and uranium concentration data.  More importantly, this research demonstrates the 
feasibility of applying a comprehensive uncertainty assessment to large-scale, detailed groundwater flow 
and transport modeling.  Some limitations of this modeling effort include the following: 

• Meyer et al. (2007) did not address continuing sources of uranium in the vadose zone, primarily 
because uranium concentration distribution in the vadose zone is largely unknown.   

• Monthly average river stages were used for boundary conditions on the Columbia River side of the 
model domain, and constant head conditions were assumed for the inland side of the model domain.   

• Relatively coarse spatial discretization was used.   

Selections of the temporal frequency of river stage forcing, constant head inland boundary conditions, 
and coarse spatial discretization were based primarily on computational considerations and constraints 
associated with inverse modeling. 

1.2 Scope and Outline 

Groundwater flow and transport models were developed for the 300 Area based on the previous 
studies briefly discussed in Section 1.1.  Important processes and features identified in these studies are 
part of the conceptual model used for developing and implementing the numerical groundwater model.  
This includes constructing three-dimensional hydrostratigraphy of the site based on site characterization 
efforts focused primarily on the very high-permeability upper portion of the unconfined aquifer (Hanford 
formation), along with a river alluvium zone.  Additionally, the models included hourly river stage and 
water-table fluctuations through annual time periods to simulate important seasonal trends.  This research 
is limited to three-dimensional groundwater flow and conservative tracer transport simulations; it does not 
include uranium transport simulations, which should be implemented in future three-dimensional 
modeling efforts. 

Section 2.0 describes the 300 Area site hydrogeology.  Groundwater flow and transport models are 
described in Section 3.0 that used the early 1990s water-level monitoring network.  Section 4.0 describes 
the smaller-scale groundwater flow and transport models that used the 2004+ water-level monitoring 
network.  Section 5.0 provides a summary of the results of these modeling efforts.  Appendices A, B, and 
C describe the porosity data, gross-gamma log data, and some of the grain-size distribution data, 
respectively, that were used for parameterization of the heterogeneous models. 
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2.0 Hydrogeology 

This section describes the 300 Area hydrogeology, high-resolution water-level monitoring networks, 
preliminary results of treatability tests in the 300 Area related to groundwater flow rates and directions, 
and hyporheic zone studies conducted along the 300 Area Columbia River shoreline.  These studies were 
incorporated into the site conceptual model used to develop the three-dimensional numerical groundwater 
flow and transport models. 

2.1 Geologic Setting/Hydrostratigraphy 

The unconfined aquifer at the 300 Area is within sediments deposited on top of a thick (>3000 m 
[9842 ft]) sequence of basalt flows.  At the 300 Area, these sediments range in total thickness from 40 to 
60 m (131 to 196 ft).  The principal sedimentary units consist of, from lower to upper:  the fluvial and 
lacustrine sediments of the Ringold Formation, the glaciofluvial Hanford formation, and a relatively thin 
layer of eolian sand and silt at the surface.  However, the surface eolian deposits were removed by 
excavation over much of the 300 Area, and up to 10 m (32 ft) of backfill material is at the surface in some 
areas.  The Cold Creek unit, which lies between the Hanford and Ringold Formations in other portions of 
the Hanford Site, has not been identified beneath the 300 Area.  A schematic representation of the 
300 Area hydrogeologic column is shown in Figure 2.1. 

 
Figure 2.1. Hydrogeologic Stratigraphic Column for the 300 Area (modified from Reidel et al. [1992], 

Lindsey [1995], Williams et al. [2000] and DOE-RL [2002]) 
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2.1.1 Ringold Formation 

The Ringold Formation was deposited on top of the basalt by the ancestral Columbia River and its 
tributaries.  Because of uplift of the basalts and overlying sediments, the Columbia River eventually 
began to erode, rather than deposit, sediments in the Pasco Basin.  As a result, the upper portion of the 
Ringold Formation was eroded from the 300 Area. 

Lindsey (1995) defined three informal members of the Ringold Formation based on dominant 
sediment facies types.  Only the lowermost member, Wooded Island, exists at the 300 Area.  The 
overlying Ringold Formation sediments comprised of the Taylor Flat and Savage Island members were 
removed by erosion.   

The Wooded Island member is divided into five gravel-dominated units (designated A, B, C, D, and 
E) separated by mud-dominated over bank and lacustrine deposits (Lindsey 1995).  The lowermost 
Ringold unit A sand and gravel was deposited on top of the basalt bedrock, and is discontinuous beneath 
the 300 Area.  The Ringold lower-mud unit, a relatively thick and continuous lacustrine mud comprised 
of silty clay to silty sand, forms a confining aquitard above the unit A gravel or lies directly on top of 
basalt where unit A is missing.  Above the lower-mud unit are the combined Ringold Formation units B 
and C/E sand and gravel, which are indistinguishable except on the western side of the 300 Area where 
they are separated by a discontinuous Ringold Formation overbank deposit.  Unit D is not found in the 
vicinity of the 300 Area. 

A previously undesignated fine-grained subunit has been identified in several boreholes at the top of 
the Ringold Formation sand and gravel sequence.  This subunit is composed of low-permeability silty 
sand to sandy sediment.  This subunit was identified at three of the four new boreholes described in 
Williams et al. (2007), indicating it is more continuous than previously estimated.  The fine-grained 
subunit is relatively consolidated and characterized by alternating layers of oxidized and reduced fine-
grained sediment.  Although it has primarily been found near the top of the Ringold Formation sequence 
in the 300 Area, boreholes in other areas indicate the subunit may sometimes be overlain by more typical 
Ringold sand and gravel.  This fine-grained sediment is not part of the member of Taylor Flat (upper 
Ringold) that is found above the Ringold unit E in some parts of the Hanford Site. 

2.1.2 Hanford Formation 

The informally named Hanford formation was deposited by cataclysmic glacial floods that inundated 
the Pasco Basin a number of times during the Pleistocene, approximately 1 million to 13,000 years ago 
(DOE-RL 2002).  The floods caused massive erosion of older sediments and basalt bedrock, which 
resulted in deposition of sediments in low-lying areas. 

The Hanford formation has been divided into three major facies:  1) gravel dominated, 2) sand 
dominated, and 3) silt dominated.  These facies generally correspond to coarse gravels, laminated sands, 
and graded rhythmites, respectively (DOE-RL 2002).  Gravel-dominated strata consist of coarse-grained 
sand, and granule-to-boulder sized clast-supported gravel.  The gravel can have an open matrix structure 
with large pore spaces and high permeability.  The sand-dominated facies consists of fine- to coarse-
grained sand.  Small pebbles and pebbly interbeds (< 20-cm [8-in.] thick) may be encountered.  The silt-
dominated facies consist of silt and fine- to coarse-grained sand forming normally graded rhythmites.  
Plane lamination and ripple cross-lamination is common in outcrops in these facies.  Hanford formation 
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sediments tend to have a large proportion of basaltic fragments because of the upstream erosion of basalt 
bedrock in the channeled scablands of eastern Washington during the glacial floods (see Bretz 1969 and 
Bjornstad 2007 for descriptions of the channeled scablands). 

At the 300 Area, the Hanford formation is approximately up to 30-m (98-ft) thick and comprised 
primarily of gravel-dominated and sand-dominated facies.  Because of their coarse texture and lack of 
consolidation/cementation, Hanford formation sediments are much more permeable than the Ringold 
Formation sediments and tend to dominate groundwater flow in the 300 Area vicinity. 

Williams et al. (2007) describe Hanford formation sediments encountered at the four new LFI 
boreholes as unconsolidated boulder-to-pebble-gravel with coarse- to fine-sand and minor amounts of silt.  
Most often, Hanford formation sediments exhibit a clast-support structure with a matrix of poorly sorted 
sand and silt.  Occasionally, the matrix is missing, which produces an open framework with large pores 
between the clasts.  Reworked Ringold Formation sediment, which was eroded by the cataclysmic floods 
and redeposited, was found within the Hanford formation during pit excavations at the 300 Area 
(Bjornstad 2004).  These Ringold Formation sediments sometimes include reworked Ringold mud either 
as rounded clasts up to 1-m (3.2-ft) in diameter, or as localized mud matrix deposited along with the 
Hanford formation cataclysmic flood gravel.  The mud clasts were eroded from upstream Ringold 
Formation deposits that are similar to those exposed across the Columbia River from the 300 Area.  The 
reworked Ringold Formation sediments, randomly deposited within the Hanford formation, may create 
localized zones of lower permeability that affect water movement through the vadose zone and the 
aquifer. 

2.1.3 Recent Eolian Deposits and Backfill 

A thin layer, generally less than 3-m (10-ft) thick, of wind-deposited sand and silt originally covered 
the Hanford formation in the vicinity of the 300 Area.  However, most of this material has been removed 
by excavation.  In some places, up to 6-m (20-ft) of backfill material is on the surface.  The backfill is 
comprised of reworked sand and gravel from Hanford formation or eolian deposits, or of coal plant ash in 
and around the south process ponds where the coal-fired Power House (384 Building) waste was disposed 
(Young and Fruchter 1991). 

2.1.4 Hydrogeologic Unit Designations for Groundwater Modeling 

In developing a Hanford Site groundwater flow model, Cole et al. (2001) delineated hydrogeologic 
units to reflect differences in hydraulic properties of sediments, such as effective porosity and hydraulic 
conductivity.  These hydrogeologic units generally correspond to geologic units (Figure 2.1) but 
sometimes differ when geologic units with similar hydraulic properties are grouped together, or when 
hydrogeologic subunits are delineated based on differences in texture or cementation within a geologic 
unit.   

At the 300 Area, the Hanford formation corresponds to model unit 1 (u1) in this study and is the same 
as hydrostratigraphic unit 1 defined across the Hanford Site in Cole et al. (2001) as shown in Figure 2.1.  
Overlying eolian sediment and backfill is also included in model unit 1.  However, these are generally 
above the water table and do not affect saturated zone groundwater models.  Model units 2 and 3 
correspond to the Cold Creek subunits that are missing at the 300 Area. 
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Model unit 4 (u4), defined by Cole et al. (2001) as the fine-grained mud portion of the member of 
Taylor Flat (also called upper Ringold), is also missing in the 300 Area vicinity.  However, the previously 
undifferentiated fine-grained subunit of the Ringold E sand and gravel has been designated as unit 4 in the 
300 Area groundwater model.  This fine-grained subunit is stratigraphically in the same position, between 
the underlying Ringold unit E sand and gravel, and the overlying Hanford formation, as model unit 4 of 
Cole et al. (2001). 

Model units 5, 8, and 9 (u5, u8, and u9, respectively) correspond to geologic units of the Ringold 
Formation.  Unit 8 is the lower Ringold mud unit that separates the Ringold sand and gravel of overlying 
model unit 5 and underlying model unit 9.  Cole et al. (2001) designated model unit 6 as the 
discontinuous over-bank and/or lacustrine mud that separates the Ringold unit C/E sand and gravel from 
the underlying unit B sand and gravel in some areas of the Hanford Site.  However, because these 
overbank deposits only exist on the western side of the 300 Area and are not expected to have much 
impact on groundwater flow, the discontinuous overbank sediments have been combined with Ringold 
units C/E and B to create model unit 5. 

To support 300 Area groundwater modeling for this and other related research, a hydrogeologic 
framework model was created using the geologic modeling software EarthVision.1  The EarthVision 
model was developed by fitting surfaces to elevation data points representing the top of each of the model 
hydrogeologic units.  Control points were defined in areas where a unit was known to be missing.  
Surface topography in the model area was defined based on the U.S. Geological Survey (10-m [32-ft]) 
resolution digital elevation models that were derived from 7.5-minute quadrangle sheets (last edited in 
1992 for the 300 Area portion).2

2.1.5 Revision of Hanford and Ringold Formations Contact Surface 

  Bathymetry of the Columbia River channel was based on data collected 
by the U.S. Fish and Wildlife Service as part of its program to study fall Chinook salmon in the Hanford 
Reach (Anglin et al. 2006). 

Elevation of the contact between the Hanford and Ringold Formations was extremely important for 
groundwater modeling at the 300 Area.  The Hanford formation, comprised predominantly of 
unconsolidated sand and gravel, is significantly more permeable than the underlying and older Ringold 
Formation, which includes more compacted and variably cemented fine-grained to gravelly sediment.  
A revised interpretation of the geometry of the contact surface between the Hanford and Ringold 
Formations (bottom of model unit 1) was completed in September 2006.  This reinterpretation was based 
on recent information acquired from four characterization boreholes drilled as part of the LFI for uranium 
in 2006 (Williams et al. 2007).  Data from continuous core samples and characterization activities 
associated with the four new boreholes provided new details on the subsurface stratigraphy that led to a 
revised interpretation of data from previously drilled boreholes and a substantial update of the 300 Area 
hydrogeologic framework.  The characterization information from the LFI boreholes included sediment 
sample analyses, spectral gamma logging, neutron moisture logging, and depth-discreet slug testing to 
estimate hydraulic conductivity.  Comparing the correspondence between gamma logs and lithologic 
interpretations from the LFI boreholes with the gamma logs from older boreholes assisted in 
reinterpretation of the Hanford and Ringold Formation contact at the older boreholes.  In addition to 
                                                      
1 EarthVision® is a registered trademark of Dynamic Graphics, Inc. 
2 Website address: rocky.ess.washington.edu/data/raster/tenmeter/byquad/index.html.  Last accessed on June 12, 
2008. 
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revising the Hanford and Ringold Formation contact surface, the discontinuous fine-grained subunit of the 
Ringold C/E gravel (Figure 2.1) was delineated at the top of the Ringold Formation. 

The process for developing the revised Hanford and Ringold Formation contact consisted of the 
following steps: 

• A hydrogeologist identified Hanford and Ringold Formation contact elevations and the thickness of 
the fine-grained Ringold subunit in the four LFI boreholes.  

• A team of hydrogeologists evaluated and, in some cases, reinterpreted the available information from 
other boreholes to determine the Ringold Formation contact elevation and thickness of the fine-
grained Ringold subunit at each borehole location. 

• A hand-drawn contour map of the Hanford and Ringold Formation contact surface was created based 
on the selected borehole contact elevations and knowledge of the depositional and erosional history of 
the site. 

• The borehole elevations and hand-drawn contours were used to create a digital grid of the contact 
surface in the EarthVision software using minimum-tension gridding. 

• Thickness data from borehole interpretations for the fine-grained Ringold Formation subunit were 
used with information on where the unit was missing to create a thickness grid for this subunit. 

The revised hydrogeologic configuration described in this report is an update of the hydrogeologic 
framework described in Peterson et al. (2005).  Table 2.1 lists the elevation picks for the Hanford and 
Ringold Formation contact, and the thickness and bottom elevation for the fine-grained Ringold subunit.  
There were additional boreholes where the fine-grained subunit was known to be missing.  A contour map 
of the top of the Ringold Formation elevation is provided in Figure 2.2; the contours on this map match 
those in the hand-drawn contour map for this surface.  The borehole elevation picks used in defining the 
top of the Ringold Formation are also plotted on the map.  A northwest-southeast trending paleochannel 
in the surface of the Ringold Formation can be seen as a relatively lower elevation area on the contour 
plot.  The paleochannel is filled with the more recent Hanford formation sediment and provides a 
preferential pathway for groundwater movement because of greater transmissivity. 

Five cross-sections (Figures 2.3, 2.4, 2.5, 2.6, and 2.7) were created to illustrate the relative positions 
and thickness of the principal hydrogeologic units.  Nearby monitoring wells are also shown on the cross 
sections, which are shown in Figure 2.8.  Total drilled-depth of the wells is indicated by a vertical line, 
and the position of screened or perforated open intervals is represented by a series of horizontal lines.   

The fine-grained subunit of the Ringold Formation lies at the top of the Ringold unit C/E sand and 
gravel.  Figure 2.9 shows a three-dimensional view of the top of the Ringold surface, with the fine-
grained subunit shown in a lighter color.  Blue squares indicate the points where the top of the fine-
grained subunit was identified at a borehole.  Boreholes where the fine-grained subunit appears to be 
missing are denoted as a red vertical line.  There is uncertainty in the extent of the fine-grained unit 
because information from many of the older boreholes is too limited to reveal its presence.  At some 
boreholes, the subunit may have been missed because sediment samples were only collected every 1.5 m 
(5 ft).  It also may be difficult to recognize the fine-grained unit in cuttings from cable-tool drilled 
boreholes. 
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2.1.6 Spatial Data Management (EarthVision Database) 

The conceptual model of the hydrogeologic framework for the 300 Area is maintained using the 
EarthVision geologic modeling software.  Hydrogeologic information is transferred from the three-
dimensional EarthVision model to a numerical model-grid structure by querying the EarthVision model at 
each of the model nodes.  These are represented by a set of X, Y, and Z coordinates.  The output is a label 
for the hydrogeologic unit that exists at that point.  For some model grids, it is useful to know if the node 
is beyond a specified average river boundary in X, Y coordinate space.  A utility feature within 
EarthVision that provides a method for assigning a label to points within a polygon is used to label points 
within the specified Columbia River boundary. 

Table 2.1. Revised Elevation Picks for Top of Ringold and Fine-Grained Subunit.  Elevations are 
NAVD88 vertical datum. 

Borehole 

Ground 
Surface 

Elevation 
(m) 

Depth to Top 
of Ringold 
Formation 

(m) 

Elevation Top of 
Ringold 

Formation (m) 

Thickness of Fine-
Grained Subunit of 
Ringold Formation 

(m) 

Elevation Top of 
Ringold Formation 

Sand and Gravel (m) 
399-1-10B 114.5 16.9 97.6 0 97.6 
399-1-11 115.7 13.1 102.6 Unknown Not deep enough 
399-1-13A 118.6 15.2 103.4 Unknown Not deep enough 
399-1-14A 117.0 13.8 103.2 Unknown Not deep enough 
399-1-15 116.2 13.4 102.8 >1.2 <101.6 
399-1-17C 115.5 15.2 100.3 0 100.3 
399-1-18C 118.5 15.5 103 0 103 
399-1-2 118.2 19.2 99 0 99 
399-1-20 117.8 15.2 102.6 Unknown Not deep enough 
399-1-21B 117.0 20.9 96.1 6.1 90 
399-1-23 115.47 15.1 100.4 0 100.4 
399-1-4 116.6 13.4 103.2 0 103.2 
399-1-6 114.2 12.8 101.4 >0.6 <100.8 
399-2-1 114.7 14.4 100.3 1.5 98.8 
399-2-3 115.1 18.3 96.8 >1.5 <95.3 
399-3-1 117.5 14.3 103.2 7 96.2 
399-3-10 117.7 16.8 100.9 >3.7 <97.2 
399-3-12 118.5 19.5 99 >0.3 <98.7 
399-3-18 117.68 14.1 103.6 10.7 92.9 
399-3-19 120.65 25.3 95.4 >0.6 <94.8 
399-3-20 120.45 24.7 95.8 >4 <91.8 
399-3-9 118.6 16.5 102.1 >4.6 <97.5 
399-4-1 120.8 25.6 95.2 1.5 93.7 
399-4-11 123.8 26.5 97.3 Unknown Not deep enough 
399-4-5 123.6 25.9 97.7 0.9 96.8 
399-4-7 115.7 26.0 89.7 0 89.7 
399-5-1 121.0 18.9 102.1 3.7 98.4 
399-5-2 119.7 14.6 105.1 0 105.1 
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Table 2.1. (contd.) 

Borehole 

Ground 
Surface 

Elevation 
(m) 

Depth to Top 
of Ringold 
Formation 

(m) 

Elevation Top of 
Ringold 

Formation (m) 

Thickness of Fine-
Grained Subunit of 
Ringold Formation 

(m) 

Elevation Top of 
Ringold Formation 

Sand and Gravel (m) 
      
399-6-1 118.8 17.1 101.7 0 101.7 
399-8-1 121.0 20.7 100.3 3 97.3 
399-8-2 121.6 21.4 100.2 8.8 91.4 
399-8-3 120.6 18.0 102.6 <9.8 <92.8 
399-8-5C 122.2 22.4 99.8 7 92.8 
699-S11-E12A 111.7 18.3 93.4 Unknown Not deep enough 
699-S11-E12B 112.3 16.8 95.5 Unknown Not deep enough 
699-S12-3 133.3 13.4 119.9 0 119.9 
699-S18-E2A 133.0 22.8 110.2 0 110.2 
699-S19-E13 120.3 23.1 97.2 0 97.2 
699-S20-E10 119.7 14.4 105.3 0 105.3 
699-S22-E9C 114.1 7.3 106.8 Unknown Not deep enough 
699-S27-E14 122.7 21.4 101.3 Unknown 101.3 
699-S27-E9C 119.3 8.9 110.4 0 110.4 
699-S29-E12 118.5 13.8 104.7 Unknown Not deep enough 
699-S29-E16C 115.9 16.4 99.5 0 99.5 
699-S30-E15A 122.4 19.8 102.6 Unknown Not deep enough 

 

2.1.7 Uncertainties in Defining the Hydrogeologic Framework 

Uncertainty in the hydrogeologic framework arises from the possibility of misinterpretation and from 
actual spatial variability of the physical system.  Uncertainty from misinterpretation can arise from the 
incorrect identification of a unit at a borehole or a unit being missed in the borehole interpretation.  
Samples are often logged only every 1.5 to 3 m (4.9 to 9.8 ft), which may not be sufficient to reveal a 
relatively thin unit.  Incomplete descriptions or errors in descriptions and field interpretations can also 
lead to misinterpretation of units at a borehole location.  

However, even if the interpretation of units at boreholes were 100% accurate, unit continuity and 
elevation between boreholes would be uncertain because of the variability of the aquifer system between 
boreholes.  For example, erosional channels may exist within the Ringold Formation surface and not be 
represented in the model because no boreholes are located in the channel area.  Additionally, a unit may 
be present in an area where no boreholes exist and not be represented in the model.  Elevations of 
hydrogeologic units in the model are interpolated and extrapolated by the EarthVision gridding utility in 
areas where there are no data.  Control points are used to control the extrapolation in accordance with 
geologic interpretations and knowledge of the depositional environment. 
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Figure 2.2. Contour Map of Contact Elevation Between the Ringold and Overlying Hanford Formations.  

The red line shows the outline of the 300 Area. 
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Figure 2.3.  Cross Section A-A' Showing Hydrogeologic Units and Seasonal Water-Table Elevations at the 300 Area 

 
Figure 2.4.  Cross Section B-B' Showing Hydrogeologic Units and Seasonal Water-Table Elevations at the 300 Area 
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Figure 2.5. Cross Section C-C' Showing Hydrogeologic Units and Seasonal Water-Table Elevations at the 300 Area 

 
Figure 2.6. Cross Section D-D' Showing Hydrogeologic Units and Seasonal Water-Table Elevations at the 300 Area 
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Figure 2.7. Cross Section E-E' Showing Hydrogeologic Units and Seasonal Water-Table Elevations at the 300 Area 
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Figure 2.8. Map Showing Locations of Cross Sections 

 



 

2.13 

 
Figure 2.9. Three-Dimensional View of the Top of the Ringold Formation Showing Boreholes Defining 

the Fine-Grained Subunit 

Specific uncertainties that may be particularly important in the 300 Area hydrogeologic conceptual 
model include the following: 

• Geometry of the Hanford and Ringold Formation contact  

• Lateral extent of the Ringold Formation fine-grained subunit 

• Mixtures of Hanford formation and reworked Ringold Formation sediment with elevated hydraulic 
conductivity being identified as native Ringold Formation 

• Configuration of the Hanford and Ringold Formation contact at the Columbia River interface 

• Presence and thickness of a recent (late Holocene period) alluvial layer in the Columbia River bed. 

2.2 Aquifer Hydraulic Properties 

Several pumping tests and slug tests were conducted at 300 Area wells within the unconfined aquifer.  
The pumping test results were evaluated to determine the reliability of the reported values; in a few cases, 
reanalysis of test data was required to ensure the results were reliable.  Results of this evaluation are 
shown in Table 2.2, and Figure 2.10 shows the location and calculated hydraulic conductivity values for 
pumping tests that were determined to be reliable.  Hydraulic conductivity values from slug tests 
conducted at the recently installed LFI wells (Williams 2007) are also shown in Figure 2.10.  For some 
pumping tests where very small drawdown was observed, it was not possible to determine a precise 
hydraulic conductivity value.  However, it was possible to determine the conductivity is probably greater 
than 5000 m/d (16,404 ft/d). 
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Available pumping test results were evaluated to determine the reliability of values reported in 
Figure 2.10 and a few tests were reanalyzed.  Evaluation results are shown in Table 2.2.  The presence of 
a recharge boundary may cause the well response to deviate from the infinite-aquifer radial-flow that is 
assumed by the applied analysis methods of Cooper and Jacob (1946) and Theis (1935).  The Columbia 
River is a potential recharge boundary for many of the tests in the 300 Area.  However, a recharge 
boundary may also be caused in an unconfined aquifer by discharge of water from the pumping test to an 
area that is too near to the pumped well, particularly where the depth of the water table is relatively 
shallow.  The pumping test data were evaluated by plotting both the drawdown and the derivative of 
drawdown for aquifer tests reported in Schalla et al. (1988) to identify recharge boundary effects.  
Table 2.2 includes tests identified as being invalid because a recharge boundary affected the results prior 
to the establishment of infinite-acting radial flow conditions.  Results are not provided for these wells.  In 
addition, because of the high permeability of the Hanford formation sediments, it was determined that 
values of hydraulic conductivity (K) greater than 5000 m/d (16,404 ft/d) could not be precisely measured 
with the applied pumping test methods.  For four of the five tests with K > 5000 m/d (> 16,404 ft/d), the 
maximum draw downs are 0.1 m (0.3 ft) or less.  The potential effects of well inefficiency, water-level 
trends, and delayed yield from the unconfined aquifer could all have a similar magnitude effect on the 
drawdown during a pumping test.  The mean hydraulic conductivity value for Hanford formation tests is 
shown in Figure 2.10 (assuming the minimum value for those marked >) is 3098 m/d (10,164 ft/d).  The 
average for Ringold Formation sediments is 36 m/d (118 ft/d).  This large contrast in ability to transmit 
groundwater and contaminant plumes illustrates why the principal focus for the uranium plume is the 
saturated portion of the Hanford formation. 

2.3 Water Table and Groundwater Flow Directions 

The 300 Area water table is very dynamic because of fluctuations in the Columbia River stage (see 
Figure 2.11) and the very high permeability of the Hanford formation sediments that comprise the 
uppermost part of the unconfined aquifer.  Large hourly, daily, weekly, and seasonal fluctuations in the 
Columbia River stage are caused by the operation of hydroelectric dams on the river and seasonal trends 
(i.e., spring freshet).  The dynamics of Columbia River stage fluctuations and the water-table elevation 
cause a mixing zone of river water and groundwater within the aquifer.  During periods of relatively 
high-river stage periods, river water enters the aquifer.  Measurements of specific conductance and 
temperature, for which there is a large contrast between groundwater and river water, in 300 Area wells 
show that river water can encroach more than 190 m (623 ft) inland in the aquifer during a high-river 
stage period.  During periods of relatively low-river stage, groundwater discharges to the river, as 
indicated by measurements of specific conductance and other analytes in aquifer tubes installed below the 
river bed and in springs along the shoreline (Fritz et al. 2007).
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Table 2.2.  Summary of Aquifer Pumping Tests Results for the 300 Area 
              Constant Rate Test 

Information 
      

Well Name K (m/d) 
Hanford 

Formation 

K (m/d) 
Ringold 
Unit E/C 

Hanford 
Thickness 

(m) 

Ringold 
Thickness 

(m) 

Test Start 
Date 

Test Type Pumping 
Duration 

(min) 

Flow Rate 
(L/min) 

Maximum Head 
Change at Well 

(m) 

Analysis Method Reference/Source 

399-1-10A 980   7.7 18.2 11/25/1986 Constant 
Rate 

240 2385 0.7 Theis Type-Curve Schalla et al. 1988 

399-1-13A 3800   2.3 20.0 11/05/1986 Constant 
rate 

132 2498 0.3 Theis Type-Curve Schalla et al. 1988 

399-1-14A >5000   1.9 19.6 11/12/1986 Constant 
rate 

420 2139 0.6 Cooper and Jacob 
Straight-line 
Semilog Method 
(Recovery) 

Schalla et al. 1988 

399-1-18A >5000   2.3 19.8 11/11/1986 Constant 
rate 

120 2574 0.1 Theis Type-Curve Schalla et al. 1988 

399-1-2 >5000   5.8 18.6 12/07/1977 Constant 
rate 

150 2460 <0.1 Minimal 
Drawdown 

New analysis 

399-1-4 3800   1.5 19.7 12/05/1977 Constant 
rate 

465 1264 2.1 Cooper and Jacob 
Straight-line 
Semilog Method 
(Recovery) 

Lindberg and Bond 
1979 

399-8-1 >5000   4.7 24.7 12/01/1977 Constant 
rate 

480 1800 0.1 Theis Type-Curve New analysis 

399-8-2 1100   2.7 30.1 12/15/1977 Constant 
rate 

480 473 0.4 Radflow 
Composite 

New analysis 

399-1-16A   42 0 22.2 02/26/1987 Constant 
rate 

180 114 0.5 Cooper and  
Jacob Straight-
line Semilog 
Method 
(Drawdown) 

Schalla et al. 1988 

699-S22-E9A   49 0 5.5 03/30/1992 Constant 
rate -obs 

2880 93a 0.8b Newman Type-
curve 

Swanson 1992 

699-S22-E9D   51 0 5.5 03/30/1992 Constant 
rate 

2880 93 2.1 Cooper and Jacob 
Straight-line 
Semilog Method 
(Drawdown) 

Swanson 1992 

699-S27-E9A   37 0 10.3 03/10/1992 Constant 
rate -obs 

2880 510a 0.63b Newman Type-
Curve 

Swanson 1992 

699-S27-E9d   36 0 10.3 03/10/1992 Const-Mult 2880 510 2.2 Cooper and Jacob 
Straight-line 
Semilog Method 
(Drawdown) 

Swanson 1992 
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Table 2.2.  (Cont) 
Well Name K (m/d) 

Hanford 
Formation 

K (m/d) 
Ringold 
Unit E/C 

Hanford 
Thickness 

(m) 

Ringold 
Thickness 

(m) 

Test Start 
Date 

Test Type Pumping 
Duration 

(min) 

Flow Rate 
(L/min) 

Maximum Head 
Change at Well 

(m) 

Analysis Method Reference/Source 

399-1-16b Unreliable (recharge boundary 
effect)  

  02/19/1987 Constant 
rate 

800 45 4.4   Schalla et al. 1988 

399-1-16c Unreliable (recharge boundary 
effect)  

  02/17/1987 Constant 
rate 

480 11 12.81   Schalla et al. 1988 

399-1-17b Unreliable (recharge boundary 
effect)  

  02/09/1987 Constant 
rate 

315 87 12.81   Schalla et al. 1988 

399-1-17c Unreliable (recharge boundary 
effect)  

  02/11/1987 Constant 
rate 

360 106 6.3   Schalla et al. 1988 

399-1-18c Unreliable (recharge boundary 
effect)  

  02/03/1987 Constant 
rate 

480 15 10.4   Schalla et al. 1988 

(a) Flow rate at pumping well 699-S22-E9D.         
(b) Drawdown at observation well. 
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Figure 2.10. Location and Hydraulic Conductivity Values for Pumping Tests with Results Considered 

Reliable (slug test results from Williams et al. 2007) 
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Figure 2.11.  Columbia River Stage from the 300 Area Gauging Station for 2006 and 2007 (partial) 

The water table is relatively flat in the 300 Area (i.e., very small hydraulic gradients) because of the 
extremely high permeability of the Hanford formation that comprises the uppermost portion of the 
unconfined aquifer.  The water-table elevation contours from the Hanford Site Groundwater Monitoring 
Program (Hartman et al. 2007) for a high-river stage period (June) and low-river stage period (December) 
are shown in Figures 2.12 and 2.13, respectively.  These figures show that the water table, along with the 
uranium concentrations, is distinctly different during these periods.  During low water-table conditions in 
December, peak uranium concentrations ranging from 100 to 200 µg/L, were measured from wells near 
the 300 Area shoreline with lower concentrations around the waste site farther inland.  During high water-
table conditions in June, higher uranium concentrations are measured from wells inland around the waste 
sites with lower concentrations along the river shoreline.   

Two separate high-resolution water-level monitoring networks were set up in the 300 Area to 
investigate the water-table dynamics through collection of water-level data at an hourly and/or sub-hourly 
frequency over multiyear periods.  The current network consists of 13 wells and was established in 2004 
(Fritz et al. 2007).  An earlier network was established in the early 1990s and operated until the 
mid-1990s (Campbell 1994, Campbell and Newcomer 1992).  These networks and data analysis are 
discussed in Sections 2.3.1 and 2.3.2. 

2.3.1 Current (2004+) Water-Level Monitoring Network 

An automated water-level monitoring network was installed in 2004 by the RACS Project in the 300 
Area (Fritz et al. 2007).  Nine wells were initially included in this network that collected water levels on 
hourly and sub-hourly intervals and was expanded to include 13 wells in 2006 (see Figure 2.14).  This 
monitoring network is focused between the north and south process ponds and extends westward past the 
southern portion of the north process trenches (see Figure 2.12 for waste site locations).  Six of these 
wells were also used to monitor groundwater temperature and electrical conductivity.  The 300 Area 
water-level monitoring network was supplemented in July 2006 with the addition of the polyphosphate 
injection well (399-1-23) and well 399-1-16A to refine the well coverage from the original network.   
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Two additional wells, 399-1-11 and 399-1-10A, were added in October 2006 to increase the northern 
extent of the well coverage.  The addition of wells 399-1-23 and 399-1-16A to this network resulted in 
significant variations in the computed gradient direction compared to the results from the coarser 
water-level network. 

Contoured hydraulic head data and calculated hydraulic gradients for selected time periods in 2006 
and 2007 are shown in Figures 2.14 through 2.18.  The specific times for these plots were selected to 
illustrate distinct periods during the yearly river stage cycle.  The hydraulic gradient vectors in these 
figures were calculated from triangular groups of wells.  Hydraulic gradients were calculated from a plane 
that was fit to the three water-level elevations at each time period for each well group.  Figure 2.14 shows 
a time with high inland-directed gradients during the initial high-river stage of the year following 
sustained lower-river stages during the winter.  Figure 2.15 shows inland-directed hydraulic gradients 
during the sustained period of high-river stage in June 2007.  High-hydraulic gradients directed toward 
the river occur during the significant drop in the river stage (typically in late June or early July) following 
the period of sustained high-river stage as shown in Figure 2.16.  Figures 2.17 and 2.18 show two cases 
where the predominant gradient direction changed during the sustained low-river stage period.  

The contoured hydraulic head data in Figures 2.14 through 2.18 show generally higher gradients in 
the north and east portion of this monitoring well network, particularly during the low-river stage, as 
illustrated in Figure 2.17.  This indicates lower hydraulic conductivity for the Hanford formation 
unconfined aquifer at the northeastern part of this region compared to the southwestern portion of the 
monitoring network.   

Monthly rose diagrams showing the groundwater flow direction from this network using measure-
ments every 2 hours for the period July 2006 to July 2007 are shown in Figures 2.19 to 2.21.  These 
stacked rose diagrams are grouped by month to show the seasonal variations in hydraulic gradients for 
each of these well clusters.  The bi-hourly data are split out on separate plots for each month in Figures 
2.22 and 2.23 for one specific well cluster located near the river.  This cluster was selected for separate 
monthly plots in Figures 2.22 and 2.23 based on the two predominant flow directions seen in the stacked 
rose diagrams in Figure 2.21.  The monthly plots for this cluster show the flow direction is predominantly 
east-northeast during the late summer and fall (low-river stage period) and predominantly south-
southwest during the spring and early summer (high-river stage period). 
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Figure 2.12. Water-Table Elevations and Uranium Concentrations in Upper Part of Unconfined Aquifer 

Beneath 300 Area, December 2005 (Source: Hartman et al. 2007) 
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Figure 2.13. Water-Table Elevations and Uranium Concentrations in Upper Part of Unconfined Aquifer 

Beneath the 300 Area, June 2006 (Source: Hartman et al. 2007) 
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Figure 2.14. The 2004+ Water-Level Monitoring Network for the 300 Area – Initial High-River Stage 

Example  
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Figure 2.15. The 2004+ Water-Level Monitoring Network for the 300 Area – Sustained High-River 

Stage Example 
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Figure 2.16. The 2004+ Water-Level Monitoring Network for the 300 Area – Initial Lower River Stage 

Following High-River Stage Example 
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Figure 2.17. The 2004+ Area Water-Level Monitoring Network in the 300 Area – Sustained Low-River 

Stage – Inflow Example 
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Figure 2.18. The 2004+ Water-Level Monitoring Network for the 300 Area – Sustained Low-River 

Stage – Outflow Example 
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Figure 2.19. 300 Area Water-Level Monitoring Network – Hydraulic Gradient Rose Diagrams for 
Mid-October, 2006, Through July 26, 2007 (bi-hourly data; partial year).  Data for northern 
portion of monitoring network.  Azimuth shows direction of flow.  The radius is scaled to 
the count of gradient directions within 5-degree classes. 399-prefix removed from well 
names.  Note: Some data are missing from well 399-1-1 in August and September 2006. 
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Figure 2.20. 300 Area Water-Level Monitoring Network – Hydraulic Gradient Rose Diagrams for 
July 26, 2006, Through July 26, 2007 (bi-hourly data).  Data for central portion of 
monitoring network.  Azimuth shows direction of flow.  The radius is scaled to the count of 
gradient directions within 5-degree classes. 399- prefix removed from well names.   
Note:  Some data are missing from well 399-1-1 in August and September 2006. 
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Figure 2.21. 300 Area Water-Level Monitoring Network – Hydraulic Gradient Rose Diagrams for 

July 26, 2006, Through July 26, 2007 (bi-hourly data).  Data for southern portion of 
monitoring network.  Azimuth shows direction of flow.  The radius is scaled to the count of 
gradient directions within 5-degree classes.  399- prefix removed from well names.   
Note:  Some data are missing from well 399-1-1 in August and September 2006. 



 

2.30 

1-16a,2-2,1-7 - August

125 125

125

125

100 100

100

100

75 75

75

75

50 50

50

50

25 25

25

25

0

90

180

270

1-16a,2-2,1-7 - September

100 100

100

100

80 80

80

80

60 60

60

60

40 40

40

40

20 20

20

20

0

90

180

270

 

1-16a,2-2,1-7 - October

80 80

80

80

60 60

60

60

40 40

40

40

20 20

20

20

0

90

180

270

1-16a,2-2,1-7 - November

40 40

40

40

30 30

30

30

20 20

20

20

10 10

10

10

0

90

180

270

 

1-16a,2-2,1-7 - December

50 50

50

50

40 40

40

40

30 30

30

30

20 20

20

20

10 10

10

10

0

90

180

270

1-16a,2-2,1-7 - January

40 40

40

40

30 30

30

30

20 20

20

20

10 10

10

10

0

90

180

270

 

Figure 2.22. Hydraulic Gradient Directions for August 2006 Through January 2007 Calculated from 
300 Area Automated Water-Level Network (bi-hourly data) for Well Cluster 399-1-16a, 
399-2-2, and 399-1-7.  Azimuth shows direction of flow.  The radius is scaled to the count 
of gradient directions within 5-degree classes. 
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Figure 2.23.  Hydraulic Gradient Directions for February 2007 Through July 2007 Calculated from 
300 Area Automated Water-Level Network (2-hour data intervals used) for Well Cluster 
399-1-16a, 399-2-2, and 399-1-7.  Azimuth shows direction of flow.  The radius is scaled to 
the count of gradient directions within 5-degree classes.  Note:  Some July data from 2006 
are included (July 26, 2006 through July 31, 2006). 
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Analysis of the gradient directions calculated from the data from the automated water-level 
monitoring network were used to select the predominant downgradient direction for the downgradient 
monitoring well location for a tracer test around well 399-1-23 in December 2006 at the Polyphosphate 
Treatability Test site.  The higher-resolution water-level monitoring network that includes the 
polyphosphate injection well (399-1-23) was not operational during a high-river stage period, so the 
coarser dataset that included only 9 wells was used to guide downgradient directions for this period.  
Based on this gradient direction analysis, a southeastern direction was selected for downgradient 
monitoring.  Results of the tracer test (discussed in Section 2.3.3) confirmed this direction during 
December 2006 and January 2007 based on the measured tracer breakthrough curves from the monitoring 
well network.  An additional set of downgradient wells were installed at the polyphosphate treatability 
test site in May 2007 and were oriented toward the south-southwest, south, and south-southeast of the 
injection well (399-1-23) based on the predominant downgradient directions during the high-river stage 
periods (April, May, and June) calculated from the water-level monitoring network in this area.   

Preliminary results of the polyphosphate treatability test injection test conducted in early June 2007 
showed that the predominant groundwater flow direction during the test was toward the south (as 
compared to the southeast during the December 2006 tracer test).  There was good agreement with the 
predominant groundwater flow directions measured during these field tests, and the predicted gradients 
using these analyses with automated hourly water-level measurement data collected during prior years. 

2.3.1.1 Temperature and Electrical Conductivity Measurements 

Along with water-level measurements, temperature and electrical conductivity were measured hourly 
and sub-hourly in six of the wells in the 2004+ water-level monitoring network (Fritz et al. 2007).  These 
wells are shown in Table 2.3, along with the distance from the Columbia River (see Figure 2.14 for 
locations).  Temperature data for these wells in 2006 are shown in Figure 2.24 and electrical conductivity 
is shown in Figure 2.25.  During relatively high-river stage periods, river water enters into the aquifer 
(i.e., bank storage), influencing the groundwater temperature and electrical conductivity.  In addition to 
the differences in temperature between river water and the aquifer (river water is significantly colder than 
the aquifer), the electrical conductivity of these two waters is also distinctly different.  These two 
parameters can be used as indicators for the groundwater/river water mixing zone.  Ambient groundwater 
electrical conductivity measurements (i.e., away from the river or during low-river stage periods) in the 
upper portion of the 300 Area unconfined aquifer (in the Hanford formation) are approximately 0.40 
mS/cm to 0.45 mS/cm.  Electrical conductivity measurements of river water in this area are 
approximately 0.14 mS/cm. 

Table 2.3. Well Names with Hourly and Sub-Hourly Temperature and Electrical Conductivity 
Measurements in the 2004+ 300 Area Monitoring Network 

Well Name Distance to Columbia River 
399-1-1 49.6 m (163 ft) 
399-1-7 188 m (617 ft) 

399-1-12 363 m (1190 ft) 
399-2-1 46.9 m (154 ft) 
399-2-2 77.9 m (256 ft) 
399-2-3 105 m (345 ft) 
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These data (Figures 2.24 and 2.25) show the extent of the groundwater/river water mixing zone 
during the high-river stage of 2006 (see Figure 2.11) was at least 188 m (617 ft) inland (based on the 
responses at well 399-1-7).  No impact was seen in the next farthest well inland (well 399-1-12), which is 
363 m (1190 ft) from the Columbia River.  Of these two parameters (electrical conductivity and 
temperature), electrical conductivity provides a stronger signal and is more conservative than temperature 
due to the heat capacity and thermal conductivity of the aquifer solids that dampens the temperature 
impact. 
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Figure 2.24. Temperature Measurements from Wells in the 2004+ 300 Area Monitoring Network for 

2006 
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Figure 2.25. Electrical Conductivity Measurements from Wells in the 2004+ 300 Area Monitoring 

Network for 2006.  Note:  Data for well 399-2-2 are not shown due to problems with this 
sensor in 2006. 
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2.3.2 Early 1990s Water-Level Monitoring Network 

In the early to mid-1990s, a water-level monitoring network was established in the 300 Area as part 
of 300 Area aquifer characterization and feasibility studies.  The network included 32 wells and the 
Columbia River stage adjacent to the 300 Area; however, the monitoring periods for specific wells during 
this time were variable.  Water levels were monitored in these wells on an hourly interval via pressure 
transducers and dataloggers.  Pressure transducer data were checked periodically with manual water-level 
measurements for these wells.  These data, which are maintained by Fluor Hanford, Inc. (Richland, 
Washington), are described in Campbell (1994) and Campbell and Newcomer (1992).  

A time period from early 1992 to early 1993 was selected from this water-level monitoring network 
dataset for analysis because this period had the greatest number of wells (20) with hourly water-level 
measurements monitoring the uppermost portion of the unconfined aquifer.  The 300 Area river stage is 
shown in Figure 2.26 for this period.  Water-level contours (based on triangulation of available well 
locations) and the associated hydraulic gradients are shown in Figures 2.27 and 2.28 for low- and 
high-river stages, respectively.  The early 1990s network covered a larger area and had greater spacing 
between wells (i.e., coarser) than the 2004+ network (compare Figures 2.27 and 2.14).  

Spatial differences in the calculated hydraulic gradients shown in Figure 2.27 can provide information 
on relative hydraulic conductivities of the uppermost portion of the unconfined aquifer.  The high-
hydraulic gradients (as indicated by the closely spaced contour lines and larger vector magnitudes) on the 
western portion of the area in Figure 2.27 are the result of the relatively lower hydraulic conductivity of 
the Ringold Formation at the water table in these wells (e.g., wells 699-s27-e9a and 699-s22-e9a) 
compared to the much higher hydraulic conductivity of the Hanford formation at the water table in the 
rest of the area (see structure contour map in Figure 2.2 and water-table map in Figure 2.12).  Relative 
differences within the Hanford formation can also be seen in the steeper gradients in the northeastern 
portion of Figure 2.27 as compared to the flatter hydraulic gradient in the central and southeastern 
portions.  
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Figure 2.26.  Columbia River Stage from the 300 Area Gauging Station for 1992 and Early 1993 
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Figure 2.27.  Wells in the Early 1990s Water-Level Monitoring Network.  Low-river stage example. 
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Figure 2.28.  Wells in the Early 1990s Water-Level Monitoring Network.  High-river stage example. 
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2.3.3 Polyphosphate Treatability Test Flow Rates and Directions 

Work on a treatability test in the 300-FF-5 Operable Unit for uranium stabilization in the aquifer 
using polyphosphate started in FY 2006, with field testing occurring during FY 2007 (Vermeul et al. 
2007).   Laboratory tests (Wellman et al. 2006, 2007) have shown that injection of polyphosphate 
solutions into uranium-bearing saturated porous media immobilized uranium through the formation of the 
low solubility mineral autinite.  This technology also creates an apatite mineral (calcium phosphate) in the 
aquifer through the excess injected phosphate and calcium that can provide long-term treatment capacity 
for uranium migrating into the treatment areas. 

The polyphosphate treatability test field site is located around well 399-1-23 (see Figure 1.2).  The 
current monitoring network for the test is shown in Figure 2.29.  The injection well for this test, 399-1-23, 
was installed as part of the 300 Area LFI (see Williams et al. 2007).  Nine of the monitoring wells for this 
test were installed in November 2006 for a tracer test and six more wells were installed at the south 
portion of the site in May 2007 for the polyphosphate injection test.  Three pairs of monitoring wells at 
the site are screened in the upper and lower portions of the Hanford Site’s unconfined aquifer.  The rest of 
the wells at the site fully screen the Hanford formation aquifer (approximately 4.5-m [15-ft] thick). 

 
Figure 2.29.  Monitoring Well Network for the Polyphosphate Treatability Test Site 
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A tracer test was conducted at the polyphosphate treatability test site located around well 399-1-23 on 
December 13, 2006.  The test injected 539,800 L (142,600 gal) of sodium bromide tracer (at a 
concentration of 87 mg/L Br-) into well 399-1-23 at a rate of 757 Lpm (200 gpm) over an 11.9-hr 
duration.  The water for the tracer test was supplied from well 399-1-7, which is located 188 m (620 ft) 
southeast of the injection well (see Figure 1.2), by pumping during the test.  Preliminary results of the 
tracer concentrations measured in the monitoring and downgradient wells after the injection estimated the 
tracer velocity to be 15 m/d (50 ft/d) toward the southeast during the remainder of December 2006 and 
into January 2007.  Relatively high concentrations of tracer (up to 70% of the injection concentration) 
were measured in well 399-1-32 (located 31.7 m [104 ft] southeast of the injection well) about 2 days 
after the injection was over.  Low concentrations of tracer were also detected by an in-situ ion-selective 
electrode in well 399-1-7 from 14 to 55 days after the injection.  The effective porosity of the aquifer was 
estimated at 18% from analysis of tracer arrivals in wells around the injection well during the injection. 

The polyphosphate injection test, which occurred from June 11 to June 15, 2007, injected approxi-
mately 3,785,000 L (1,000,000 gal) of reagent into well 399-1-23.  The injection used three steps with an 
initial 946,000 L (250,000 gal) of polyphosphate solution (a mixture of ortho-, pyro-, and tri-
polyphosphate), followed by 1,893,000 L (500,000 gal) of a calcium-chloride solution, with a final 
injection of another 946,000 L (250,000 gal) of polyphosphate solution.  Preliminary overall plume 
monitoring of the polyphosphate test, during and a few weeks following the injection, showed the plume 
drift is predominantly toward the south during this time period (as compared to the southeast during the 
tracer test).  

2.4 300 Area Hyporheic Zone Studies 

Groundwater in the 300 Area unconfined aquifer, except water extracted by wells (e.g., water supply 
well 399-4-12), eventually discharges to the Columbia River.  Some of this discharge is revealed as 
riverbank springs and seeps when the river stage is low.  However, most of the discharge occurs in the 
riverbed.  Groundwater in the unconfined aquifer is unlikely to flow across to the eastern side of the 
Columbia River because the hydraulic head is higher in the unconfined aquifer on the eastern side of the 
river (Cole et al. 2001).   

The subsurface zone where river flow influences the underlying aquifer (i.e., the hyporheic zone) 
plays an important role in the movement of groundwater and changes to water quality because of mixing 
between river water and groundwater.  The river channel is incised into Hanford and Ringold Formation 
sediments, including the fine-grained Ringold unit, as revealed by work conducted under the 
Groundwater Remediation Project’s science and technology investigations (Fritz et al. 2007, Mackley and 
Fritz 2007).  In addition, late-Holocene to recent deposition by the Columbia River has resulted in a layer 
of sediment along the river channel that forms a zone of lower permeability (relative to the Hanford 
formation in the 300 area) and restricts the upwelling of groundwater from the aquifer to the river (Fritz 
and Arntzen 2007).  The heterogeneous nature of sediments at the aquifer-river interface results in 
preferential flow paths for groundwater that may vary temporally depending on the river-stage elevation. 

The aquifer/river interface in the current EarthVision hydrogeologic model framework is based on the 
September 2006 update of the Hanford and Ringold Formation contact (see Figure 2.2), and a recently 
completed update to river bathymetry, based on data from the U.S. Fish and Wildlife Service (Anglin 
et al. 2006).  The aquifer/river interface at the 300 Area was the focus of recent work to better understand 
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the nature of the connection between the aquifer and river, and also to test methods to quantify the rate of 
groundwater discharge to the river (Fritz et al. 2007, Mackley and Fritz 2007, Mendoza et al. 2007).  
Activities undertaken to characterize this interface are described in the following sections (see Fritz et al. 
2007 for a comprehensive discussion on the methods and results of these recent investigations).  

2.4.1 Drive-Point Penetration 

One-inch diameter steel rods with rounded points were driven into the river bed at 14 locations until a 
“refusal” depth was reached.  The refusal depth generally reflects the depth of the Hanford and Ringold 
contact because of the more consolidated nature of the Ringold sediments.  This is especially likely if the 
fine-grained Ringold subunit exists at the top of the Ringold Formation.  However, there is some 
uncertainty with this technique because a large boulder within the Hanford formation may also cause 
refusal.  To help minimize this uncertainty or bias, multiple and repeat penetration tests were conducted. 

The locations of the drive-point penetrations and the depth of refusal results are shown in Figure 2.30.  
Contact elevations from the drive-point penetration results generally agree with the interpretation by 
Williams et al. (2007) based on larger-scale inland borehole geologic data.  The elevation of the refusal 
layer trends upward in the downstream direction; however, the deepest penetration occurred south of 
Spring 9 between drive points 4 and 9.  This indicates a structural low in the hydrogeologic confining 
layer (Ringold subunit), which suggests this is an area of preferential flow and increased discharge to the 
river.  

2.4.2 Piezometer Head Measurements and Slug Tests  

The vertical hydraulic gradient across sediments in the riverbed was measured in three piezometers 
installed adjacent to Spring 9, a historical environmental monitoring location (Figure 2.31) (Fritz and 
Arntzen 2007).  The tops of the piezometer screens were located at depths below the top of the river bed 
of 19 cm (7.4 in.), 86 cm (33 in.), and 142 cm (55 in.), respectively, and they were spaced about 1 m 
(3.2 ft) apart laterally.  The piezometer screens were 18-in long.  Hydraulic head and gradients measured 
in the piezometers varied as the river stage changed.  The largest gradient was across the shallowest 
interval, between the top of the riverbed and 19-cm (7.4-in.) deep.  Slug tests were also conducted in these 
piezometers and in six additional piezometers installed at distances up to 3 m (9.8 ft) away (Arntzen et al. 
2006, Fritz and Arntzen 2007).  The depth of the top of the screen for these six additional piezometers 
ranged from 55 to 180 cm (21 to 70 in.) below the riverbed.  Slug test results also showed that sediment 
near the top of the riverbed had the lowest permeability (Fritz and Arntzen 2007).  Vertical water-flux 
through the riverbed was calculated from the slug test, which determined hydraulic conductivity, and 
measured gradients.  The resulting estimated vertical water-flux varied between 0.24 and -0.37 Lpm/m2 
over the study period from August 2004 through October 2005.  A positive water flux indicates net water 
movement into the river and negative flux indicates movement into the aquifer.  The integrated flux over 
time showed a net discharge to the river, but at a lower magnitude than estimated previously from 
monitoring well measurements (Fritz and Arntzen 2007). 

2.4.3 Underwater Video  

The bottom of the river channel along the western shore was video recorded to map the textural 
characteristics of alluvial sediment and identify outcrops of the Ringold Formation on the river bed.  
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Although the majority of the riverbed along the 300 Area is composed of coarse-grained alluvium, 
exposures of the Ringold fine-grained unit were identified in the deeper portions of the river channel 
likely exposed by erosion associated with strong river currents.   

 
Figure 2.30. Locations of the Drive-Point Penetrations and the “Depth of Refusal” Results 

(Fritz et al. 2007) 
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Figure 2.31. Hydraulic Conductivity Measured in Piezometers in the Hyporheic Zone Near Spring 9 

Along the Columbia River Shoreline.  Error bars represent standard error from multiple 
slug tests in each piezometer (Fritz and Arntzen 2007). 

2.4.4 Bathymetry 

A revised interpretation of Columbia River bathymetry adjacent to the 300 Area was created from 
data collected by the U.S. Fish and Wildlife Service as part of its program to study fall Chinook salmon in 
the Hanford Reach (Anglin et al. 2006).  These data present a three-dimensional model of the river 
channel in high-resolution that make it possible to investigate the relation between the form of the river 
and the underlying geology.  Fritz et al. (2007) identified features in the plan and profile views of the 
Columbia River related to outcrops seen in underwater video and from direct grab samples collected from 
the river bottom as discussed in the following two sections (2.4.5 and 2.4.6). 

2.4.5 Sub-Bottom Profiling 

Acoustic profiling of the riverbed was conducted along multiple transects along the 300 Area, some 
of which are shown in Figures 2.32 and 2.33 (see Mackley and Fritz [2007] for additional transects).  The 
objectives were to identify the river bottom depth, assess comparative densities of sediment on the river 
bottom, and image stratigraphic features (e.g., Ringold subunit) below the riverbed surface.  The coarse-
grained nature of alluvial sediments in the river channel made it difficult to achieve significant 
penetration below surface sediments, except in locations where alluvium was relatively finer grained or 
thinly bedded.  However, there are several locations where the acoustic profiling data reveal exposures of 
the fine-grained Ringold subunit outcropping in the deeper areas of the river channel (Mackley and Fritz 
2007).  Two of these locations are shown in Figure 2.33. 
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2.4.6  Sediment Sampling 

Sediment cores beneath the riverbed were obtained adjacent to Springs 9 and 10 using a Geoprobe 
Macro-Core Sampler.1

                                                      
1 Geoprobe Macro-Core is a registered trademark of Geoprobe Systems, Salina, Kansas. 

  In addition, surface sediment grab samples were obtained in locations where the 
fine-grained Ringold subunit could be seen outcropping in the riverbed in the underwater video surveys.  
The locations of these samples and photos of the sediments are shown in Figure 2.34.  Core samples of 
the fine-grained unit from three of the LFI boreholes are also shown for comparison. 

Because Hanford formation sediments have much higher hydraulic conductivity than the Ringold 
Formation, most of the water discharging to the Columbia River comes from the Hanford formation.  
Figure 2.35 shows the area of the riverbed adjacent to part of the 300 Area that is in contact with the 
Hanford formation based on the EarthVision hydrogeologic model, as revised in September 2006.  This 
represents the major “contributing area” for groundwater flow that resulted from extrapolation into the 
riverbed of the Hanford and Ringold contact surface based on available borehole data.  However, new 
information from the work in the river channel itself indicates that the contact may occur at a higher 
elevation, resulting in a smaller contributing area.  Additional work is planned to better define the 
Hanford and Ringold contact in the riverbed. 
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Figure 2.32. Transects for Acoustic Profiles of the River Bed Shown in Figure 2.33 (Source: Mackley 

and Fritz 2007).  Blue dots show locations of existing monitoring wells (399 well name 
prefix was shortened to 3).  Red dots show locations of LFI wells (399 well name prefix 
omitted).  Aquifer tube locations are shown by Xs. 
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Figure 2.33. Example Acoustic Profiles of the River Bed Along the Transects Shown in Figure 2.32 

(Source: Mackley and Fritz 2007).  Profile lengths are shown in Figure 2.32.  Elevation 
arrows at ~96-98 m in the upper profile and ~94 m in the lower profile show examples of 
finer-grained Ringold Formation material.  River-bed multiples are echoes of the 
reflections of the river bed. 



 

2.45 

 
Figure 2.34. Locations of Sediment Samples Collected from the River Bed and Sediment Photos 

(Source: Mackley and Fritz 2007) 
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Figure 2.35. Area Where Saturated Hanford Formation Sediment is in Contact with the River Channel 

Based on the Current Hydrogeologic Model (Source: Mackley and Fritz 2007) 
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3.0 Large-Scale 300 Area Groundwater 
Flow and Transport Model 

The large-scale 300 Area groundwater flow and transport model described in this section (see 
Figure 1.2) was developed using the data from the early 1990s water-level monitoring well network.  This 
model was used to 1) evaluate different hydraulic conductivity distributions, 2) provide water-flux 
estimates along the model boundaries (including the Columbia River) over a range of hydraulic 
conductivities during the simulated time period, and 3) provide tracer plume drift directions and velocities 
during multiple river stage/water-table conditions starting from waste sites of interest.  This model uses 
the STOMP code, a general-purpose tool developed at PNNL for simulating subsurface flow and 
transport (White and Oostrom 2000, 2004).  The hydrogeology and parameters (i.e., model structure and 
material properties) developed for this large-scale model is also used for the small-scale flow and 
transport model discussed in Section 4.0.  The configuration of the large-scale groundwater flow and 
transport model is described in Section 3.1 and simulation results are discussed in Section 3.2. 

3.1 Model Description 

This groundwater model was developed for the purpose of refining the 300 Area hydrogeologic 
conceptual model and estimating hydraulic properties of the Hanford and Ringold gravel units.  Hydraulic 
properties are estimated by comparing simulation results over a range of specified values with extensive 
hourly water-level measurements collected from a network of wells around the 300 Area from December 
1991 through March 1993 (Campbell 1994, Campbell and Newcomer 1992).  Wells with water levels in 
the uppermost portion of the aquifer during this time period are shown in Figure 2.27.  A review of 
previous aquifer tests conducted in the 300 Area showed a large range in hydraulic conductivity for the 
hydrostratigraphic units of interest, as discussed in Section 2.2.  This large range in aquifer test results 
reflected the heterogeneity of the sediment within the aquifer.  However, the test results could also be 
affected by the use of analysis techniques that are unsuitable for very high transmissivity formations or 
could be influenced by fluctuations in the Columbia River stage during the aquifer tests.  Simulations 
with this numerical model that used a range of hydraulic parameter values for the main Hanford Site 
gravel unit were assessed based on calculated residuals (simulated value-measured value) for individual 
wells.  Three hydraulic property distribution models were tested:   

1. Single values (each) for the main Hanford and Ringold gravel units 

2. Main Hanford gravel unit subdivided into zones with different properties (based on hydraulic gradient 
analysis)  

3. Stochastic distribution of hydraulic properties based on geostatistical analysis of physical property 
measurements from soils collected during well drilling in the area (e.g., Schalla et al. 1988, Swanson 
et al. 1992). 

The STOMP model domain, hydraulic properties, boundary conditions, sources/sinks, and the process 
used for estimating hydraulic properties in this flow model are described in the following sections. 
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3.1.1 Model Grid 

Figure 3.1 is a plan view of the STOMP finite difference model grid developed for the large-scale 
300 Area groundwater flow and transport simulations.  The grid is oriented approximately 10 degrees 
counterclockwise from the north, so in the plan view it is approximately aligned with the Columbia River.  
The grid consists of 70 × 122 × 33 nodes in the x, y, and z directions, respectively, for a total of 
281,820 nodes.  Some of these nodes along the southwest and northwest portions of the rectangular model 
grid are designated as inactive to keep the model boundaries within the polygon formed by wells used for 
specifying boundary conditions.  Nodes above the bottom of the Columbia River in the model domain are 
also inactive.  The final large-scale model grid has 242,290 active nodes and 39,530 inactive nodes. 

In the x (east-west) direction, grid block sizes vary from a minimum of 10 m (32.8 ft) to a maximum 
of 100 m (328 ft).  In the y direction (north-south), grid block sizes vary from a minimum of 10 m 
(32.8 ft) to a maximum of 102 m (335 ft).  The overall x-y domain is defined to include groundwater flow 
below the waste sites of interest for the 300-FF-5 focused feasibility study, and is also based on the 
availability of hourly water-level data collected from wells in the early 1990s.  The 10-m (32.8 ft) x-y grid 
refinement area is for transport simulations around the important waste sites and continuing to the 
Columbia River.  Preliminary tracer pulse runs at different times of the year (i.e., different water-
table/river stage regimes) were used to determine the northern, western, and southern extents of the 10 m 
(32.8 ft) refinement. 

The model domain extends vertically from an elevation of 90 to 109 m (295 to 358 ft) relative to the 
North American Vertical Datum of 1988 (NAVD88; see Zilkoski et al. 1992).  This vertical range 
encompasses three hydrostratigraphic units (from top to bottom):  the undifferentiated Hanford formation 
gravels and sands, a fine-grained Ringold subunit, and Ringold unit E gravels.  Although this model 
domain extends into the capillary fringe region, it does not include most of the vadose zone that extends 
up to the ground surface.  In the vertical direction, variable grid block sizes are used, with 1-m (3.2-ft) 
spacing in the lower part of the domain from 90- to 95-m (295- to 312-ft) elevation followed by 0.5-m 
(1.6-ft) vertical grid spacing from 95 to 109 m (312 to 357 ft) for the upper part of the unconfined aquifer 
and capillary fringe region. The model extends partially into the vadose zone to be able to encompass the 
range of water-table fluctuations expected as a result of changes in river stage. 

For the river bottom, three 0.5-m vertical nodes below the bathymetry (1.5 m total) are designated as 
river alluvium material.  Node selection from the finite difference grid for the lateral extent of the river 
channel and bathymetry was determined using EarthVision (see Figure 2.2 for shoreline map and Section 
2.1.4 for bathymetry). 

3.1.2 Hydrogeology 

The EarthVision hydrogeologic framework developed for the 300 Area (discussed in Section 2.1) was 
sampled at the three-dimensional finite difference STOMP model node locations to provide the 
hydrostratigraphic units for each node.  The main hydrostratigraphic units in the model domain are the 
Hanford formation sands and gravels (unit 1), a fine-grained Ringold subunit (unit 4), and Ringold E 
gravels (unit 5).  The river alluvium, as discussed previously, was assigned to unit 11 for the model.  
Figure 3.2 shows a three-dimensional view of the main hydrostratigraphic units as represented in the 
STOMP finite difference grid of the large-scale model.   



 

3.3 

 
Figure 3.1. Plan View of Large-Scale 300 Area STOMP Model Grid (node-centered cells shown by 

green lines) with Selected Wells (solid gray circles).  Also shown are outlines of the 
300 Area (red lines), primary waste disposal areas (heavy black lines), and the Columbia 
River shoreline/islands (blue lines). 
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Figure 3.2. Three-Dimensional View of STOMP Model Grid R5B with the Top of the Model Domain in 

the Vadose Zone at an Elevation of 109 m (358 ft) NAVD88.  The blue color is the Hanford 
formation (unit 1), the blue-green color is the fine-grained Ringold subunit (unit 4), the green 
color is the Ringold E gravels, and the red color is the river alluvium (unit 11).  Also shown 
is the outline of the 300 Area (red line) and primary waste disposal sites (green lines).  

Material properties were assigned to each of the hydrostratigraphic units for the uniform hydraulic 
property and zoned hydraulic property cases.  An alternative stochastic, or spatially heterogeneous, 
representation of the material properties and model parameters was also developed based on sediment 
physical property measurements and geophysical logs from wells in the 300 Area.  Material properties 
included porosity, bulk density, hydraulic conductivity, and soil properties (e.g., Brooks-Corey 
parameters, residual saturation, and relative permeability function).  Material property values used in the 
uniform and zoned hydraulic property cases are provided in Section 3.2.  Details on the development and 
implementation of the stochastic property cases are provided in Section 3.1.5.2.   
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3.1.3 Boundary Conditions 

3.1.3.1 Hydraulic-Head Boundaries 

Boundary conditions for cell faces on the north, south, west, and east (river) sides of the model 
domain were specified as linked lists of seepage faces.  For seepage-face boundary conditions, 
Dirichlet-type (specified head) boundary conditions were applied to the outer cell faces of grid blocks that 
had aqueous pressures greater than or equal to atmospheric pressure (101,325 Pa).  No-flow boundary 
conditions were applied to the outer cell faces of grid blocks that had aqueous pressures less than 
atmospheric pressure (e.g., unsaturated conditions).  This led to flow into or out of the model domain, or 
no-flow conditions, depending on the pressures at the boundaries and the adjacent nodes.  Boundary 
pressures were computed based on the aqueous pressure and coordinates for the first surface defined in 
the linked list.  Changes in gravitational potential associated with differences between the elevation of the 
reference cell face and all other cell faces in the linked list were automatically accounted for.  In addition, 
hydraulic gradients in x-y directions were specified to account for gradients in the river stage or between 
wells. 

Model boundaries were calculated from hourly water-level measurements collected during the early 
1990s (see Section 2.3.2) from wells on the north, south, and west sides of the domain (see Figure 3.1).  
The large-scale model domain was determined by the well locations that had data available from the early 
1990s water-level monitoring network.  Wells for the boundary conditions were selected based on having 
data from approximately January 1992 to March 1993, a period that overlapped with the majority of wells 
in the network.  Hourly water-level measurements from wells 399-6-1 and 699-S29-E16B were applied to 
the southern boundary with hydraulic heads linearly interpolated to model boundary surfaces between 
these wells.  Note that well 699-S29-E16B had a deeper screen than the uppermost screen in well 
699-S29-E16A (in the same well cluster) but had similar values; however, a portion of the data for well 
699-S29-E16A during the second half of 1992 was suspect (i.e., did not respond to river fluctuations).  
Hourly water-level measurements from wells 399-6-1 and 399-8-5a were applied on the western model 
boundary.  The northern boundary was broken into two segments between three wells:  399-8-5a, 399-1-
18a, and 699-S19-e14. 

The east boundary of the model (river) was calculated from hourly Columbia River stage 
measurements from a river stage recorder in the 300 Area (SWS-1).  Transient Columbia River gradients 
were applied to the river stage on the eastern boundary of the model using values calculated from the 
MASS1 model (Waichler et al. 2005) from two points at different locations (north and south) along the 
300 Area shoreline.   

The hourly water level and river stage data were subsampled to specify the boundaries every 2 hours 
to reduce computational requirements of the simulations.  Preliminary tests comparing simulated 
hydraulic heads using hourly and 2-hourly data showed similar results.  

3.1.3.2 Surface Recharge  

A water flux of 55.4 mm (2.18 in.) per year was applied to the top boundary of the model on the west 
of the river shoreline to represent the long-term average natural groundwater recharge rate.  This rate was 
based on the analysis by Fayer and Walters (1995), which used data from the Buried Waste Test Facility 
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in the 300 North Area (Rockhold et al. 1995, Table 3.1).  Researchers recognized that natural 
groundwater recharge rates are not constant over the model domain in either space or time due to variable 
surface conditions (e.g., concrete structures, parking lots, excavated versus backfilled and revegetated 
former disposal areas).  However, in the area of primary concern adjacent to the Columbia River water 
fluxes into and out of the model domain due to fluctuating river stages are far greater than fluxes caused 
by percolating water from natural precipitation.  Therefore, these simulations considered the natural 
groundwater recharge rate to be uniform. 

3.1.4 Water Sources and Sinks 

During the model execution period for the large-scale groundwater model (1991 to 1993), the one 
known large source of water in the model domain was the 316-5 Facility, also known as the north process 
trenches.  This facility received discharges from the 300 Area process sewer.  Estimated volumes of water 
discharged to the 316-5 Facility are tabulated in Table 3-2 of DOE-RL (1997).  In 1991, 1992, 1993, and 
1994, the estimated volumes of water discharged to the 316-5 Facility were 1290, 568, 416, and 
~378 million L (3.4E+8, 1.5E+8, 1.1E+8, and ~1.0E+8 gal), respectively (DOE-RL 1997).  The 316-5 
Facility is comprised of two parallel trenches located north of the 300 Area boundary (see Figure 1.2 and 
3.1) and oriented north-south, with the east trench 366-m (1200-ft) long and the west trench 344-m 
(1130-ft) long (DOE-RL 1997).  DOE-RL (1997), page 2-1, states the following:  “Both trenches were 
approximately 3.5 m (11 ft) deep, 3 m (10 ft) wide at the bottom and 10 m (32 ft) wide at the top.  Trench 
bottoms slope gently to the north and are approximately 3.4 m (11 ft) above the water table.”  

Discharge to the trenches ended in 1994 when the effluent from the process sewer was routed to the 
300 Area Treated Effluent Disposal Facility.  During operation, the east and west trenches were used 
alternately.  DOE-RL (1997), page 3-1, states the following:  “Effluent was delivered to one trench for 4 
to 6 months or until it rose to an operationally determined level; it was then diverted to the other trench.” 

In 1991, an expedited response action was conducted at the 316-5 Facility where contaminated soil 
was removed from the bottom and sides of both trenches.  Discharge to the west trench ended in 
November 1992 (Lindberg and Chou 2001) with only the east trench used for the remaining period of 
discharge to this facility in 1994.   

While the total surface area of the 316-5 process trenches was large (~7100 m2  [76,000 ft2] total), 
DOE-RL (1997), page 2-2, states that “…during the last 2 years of operation, the liquid discharged to the 
east trench extended only about 6 m (20 ft) from the weir box before percolating into the soil.”  Based on 
this information, trench discharges were applied over four 10-m by 10-m (33-ft by 33-ft) grid blocks.  
This area is six times larger than the reported area for one trench discharge during the early 1990s to 
provide for additional spreading of the water source because the top of the model domain is below the 
bottom of the trenches, along with the grid spacing in this portion of the domain.  Because detailed 
records for operations of the separate east and west trenches have not been found, the simulated timing of 
the alternating operation of the east and west trenches was estimated using a 6-month interval and the 
reported November 1992 ending of the west trench operations in Lindburg and Chou (2001).  

One primary sink for water is known to have been operative during the simulation period.  This sink 
is a result of pumping of well 399-4-12 to supply water for the aquariums in the 331 Building.  Recent 
pumping records for well 399-4-12 were obtained by PNNL.  The average pumping rate for well 
399-4-12 from June 9, 2003, through July 6, 2004 was 1,431 Lpm (378 gpm).  The screened interval for 
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well 399-4-12 is from 98.67 to 104.76 m (324 to 344 ft) elevation (NAVD88).  The well’s average 
pumping rate of 1431 Lpm (378 gpm) for 2003 to 2004 was partitioned over the model grid blocks that 
were situated within the screened interval for this well to determine sink terms for the model.  The 
average pumping rate was assumed for the entire simulation period. 

3.1.5 Hydraulic Property Distributions 

A series of simulations were run over a range of hydraulic parameters using three hydraulic conduc-
tivity distribution models.  The three hydraulic conductivity distribution models included single values of 
hydraulic properties for the Hanford and Ringold Formation gravel layers, hydraulic properties specified 
for two zones within the main Hanford gravel unit, and stochastic hydraulic property distributions.  Each 
simulation was evaluated based on comparison of simulated hydraulic heads to the hourly water-level 
measurements collected from wells within the model domain from 1991 through 1993 (see Section 2.3.2 
for locations).  Hourly water-level measurements for 21 wells over this period in the model domain were 
used for a total of 196,000 measurements.  Not all of the wells had complete water-level monitoring 
records over the simulated time period.  Simulated hydraulic heads were extracted for comparison with 
the water-level data from the closest x,y node to the well coordinates, and for three vertical nodes across 
the well screen.  Comparisons with water-level measurements were made with the simulation results from 
the uppermost of the three selected nodes that were below the water table during the simulation period.  
Residuals (simulated value–measured value) were calculated for each observation.  Overall simulation 
residuals were reported for each well and were summed based on positive, negative, and the SSR. 

3.1.5.1 Plan-View Hanford Gravel Hydraulic Conductivity Zonation 

A plan-view zonation of the main Hanford formation gravel unit was developed based on the 
hydraulic gradient analysis of the water-level data collected in the early 1990s, as described in Section 
2.3.2.  Contour plots of the measured hydraulic heads show steeper gradients in the water-table aquifer in 
the northern portion of the model domain, within the Hanford formation, particularly at low-river stage 
conditions as shown in Figure 2.27.  The regions of steeper hydraulic gradients are indicative of lower 
hydraulic conductivities.  Note that steeper gradients on the western and southern portions of the 
monitoring data, as shown in Figure 2.27, are where the Ringold Formation is at the water table and are 
outside of the large-scale model domain. 

Figure 3.3 shows the simple hydraulic property zonation within the Hanford formation created based 
on the higher hydraulic gradient in this northern portion of the model domain.  Figure 3.3 shows a 
plan-view of the zonation of the large-scale model at two elevations within the aquifer, 106 and 102 m 
(NAVD88).  The lower elevation shown in Figure 3.3 (102 m) shows Ringold Formation units in the 
aquifer, both Ringold E gravels and a finer grained Ringold unit within the model as described in Section 
2.1. 
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Figure 3.3. Plan-View Zonations of the Hanford Formation at 106-m Elevation (left figure) and 102-m Elevation (right figure).  The river 

alluvium shown on both plots is below the 106-m elevation. 



 

3.9 

3.1.5.2 Stochastic Hydraulic Property Distributions 

This section describes geostatistical analyses, stochastic conditional simulations, gamma log-grain 
size correlation functions, and estimation of hydraulic parameters, including upscaling procedures, for 
generating heterogeneous models. 

Stochastic distributions of physical and hydraulic parameters were developed from geostatistical 
analyses and conditional simulations of physical property data from core samples collected from 16 wells 
(Schalla et al. 1988, Swanson et al. 1992, Williams et al. 2006, Williams et al. 2007) and from borehole 
geophysical logging data representing 45 wells distributed over the 300 Area.  Conditional simulation 
refers to the generation of stochastic realizations of parameter fields that preserve the hard data at their 
measurement locations (or nearest grid block), as well as reproduce the histogram of the data and its 
spatial auto- and cross-correlation structures.  The physical property data include porosity (Appendix A) 
and grain-size distribution metrics inferred from gross-gamma logs and gamma log-grain size correlation 
functions.  Analyses of borehole geophysical data were limited to gross gamma log data that were 
standardized and cross-calibrated with gamma log data from the LFI boreholes (Appendix B).  Although 
grain-size distribution data are available for several hundred core samples from the 300 Area, the analyses 
presented here are limited to selected samples from the LFI boreholes (Appendix C).  These samples were 
larger in diameter (13-cm [5-in.]) than typical core samples (10-cm [4-in.]), and drilling of the LFI wells 
was performed using the resonant sonic drilling method, which causes less sample disturbance than the 
standard cable-tool drilling method.  Therefore, the LFI cores were assumed to be more representative of 
the gravel- and cobble-dominated sediments than the core samples that were collected during earlier 
characterization activities in the 300 Area.  Figure 3.4 shows the well locations for which core porosity 
and/or geophysical logging data were available for use in these analyses.  Relative to the model domain 
size, the well coverage is notably sparse.  In particular, there are no wells with core or geophysical 
logging data within the footprints of either the former north or south process ponds.  This is a case where 
surface geophysical methods (e.g., electrical resistance tomography, ground penetrating radar, and/or 
seismic) would be useful for characterization of the areas between wells.  Unfortunately, no surface 
geophysical data were available for use on this project.  Such work is currently ongoing as part of other 
DOE Environmental Remediation Sciences Division projects in the 300 Area.1

 

 

Directional auto-correlation structures were analyzed using the normal-score transforms (Deutsch and 
Journel 1998) of the pooled total porosity data (Appendix A), the normal-score transforms of the pooled 
and standardized gross gamma log data (Appendix B), and subsets of these data grouped by 
hydrostratigraphic units (e.g., units 1, 4, 5, 8, and 9 as described in Section 2.1.4), and formation (e.g., 
Hanford [unit 1], Ringold [units 4, 5, 8, and 9]).  The normal score transforms of the data were generated 
using the nscore program from Deutsch and Journel (1998).  The directional experimental variograms 
were computed using the gamv (Deutsch and Journel 1998) and gameas (Carle 1999) programs.  In 
general, the pooled data sets yielded more well-defined spatial autocorrelation structures than did the 
subsets of data.  Therefore, only the analyses for the pooled data sets are presented and discussed in this 
report. 

                                                      
1 See http://ifchanford.pnl.gov/ for additional information.  Site last accessed on June 17, 2008. 

http://ifchanford.pnl.gov/�
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Figure 3.4. Locations of Boreholes from Which Core Porosity (left figure) and Gross Gamma Log Data (right figure) Were Collected 
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Experimental correlograms were computed and then expressed in variogram form (Isaaks and 
Srivastava 1989).  Figure 3.5 shows the experimental and model variograms for the horizontal and 
vertical directions for both porosity and the standardized gamma log data.  For the porosity data, there are 
an insufficient number of wells to reliably quantify the short-range autocorrelation structure in the 
horizontal plane.  The situation is better for the gamma log data, because of the increased number of 
borehole locations for those data.  For the vertical direction, both the porosity and gamma log data show 
relatively well-defined structure.  Separate directional variogram analyses were also performed for 
different directions in the horizontal plane, but no significant anisotropy in the horizontal plane was 
evident, as a result of the limited number of wells and their arrangement.  

The experimental variogram data were fitted to a spherical model with three nested structures of the 
form as expressed in Equation (3.1): 
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where γ is the (semi-) variogram value, h is the lag  separation distance), C0 is the nugget, and Ci and ai 
and the sills and actual ranges, respectively, for each spherical model.  Model parameters are listed in 
Table 3.1. 

Table 3.1. Parameters of Nested Spherical Variogram Models for 300 Area Porosity and  
Gamma Log Data 

Variogram Model Parameter 
Variable 

Porosity Gamma 

C0 0 0 
C1 0.35 0.35 
C2 0.65 0.3 
C3 -- 0.35 

 Vertical Horizontal Vertical Horizontal 
a1 (m) 1.2 150 4 30 
a2 (m) 8.5 380 14 200 
a3 (m) -- -- 25 1400 

In Table 3.1 and Figure 3.5, note that a spherical model with two nested structures was used to fit the 
porosity variogram data, while a spherical model with three nested structures was used to fit the gamma 
log variogram data.  In both cases, a zero nugget was assumed.  Given the very sparse well coverage for 
the core porosity data, and the less sparse well coverage for the gamma log data (Figure 3.4), the 
cross-correlation of these two variables was examined to determine if the gamma log data could possibly 
be used as soft data for stochastic conditional simulation of porosity.  The term soft data refers to 
surrogate data that are usually more plentiful and can be correlated with the sparser hard data of interest.  

The standardized Group 1 (LFI) -equivalent gamma log data (Appendix B) were interpolated to the 
porosity core sample measurement locations to generate a subset of co-located gamma log data.  The 
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current 300 Area EarthVision model was used to assign a hydrostratigraphic unit designation to each 
sample location.  Figure 3.6 shows a cross-plot of the co-located porosity and gamma log data, grouped 
by hydrostratigraphic unit. 
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Figure 3.5. Directional Experimental and Model Variograms for Total Porosity and Gross Gamma Log 

Data in the 300 Area 

As illustrated in Figure 3.6, the Hanford formation (u1) sediments have significantly lower-average 
gamma log counts than the Ringold Formation (u4, u5, u8) sediments (Appendix B), while u1 and u5 
have very similar average total porosities (Appendix A).  While the differences in the average gamma log 
counts for the different Ringold units appear to be relatively small, the differences in their average 
porosities are significant.  The ellipses in Figure 3.6 show the outlines of the subsets of data grouped by 
hydrostratigraphic units.  There are several samples that appear to be misclassified, such as the four 
samples identified as u4 (pink squares) and the two samples identified as u8 (black x’s) that are within the 
ellipse representing u5.  There are also several samples identified as u5 (green triangles) within the ellipse 
representing u1.  For the pooled data set (all units combined), there is a moderate to weak but positive 
correlation between the gamma log and porosity data, with a correlation coefficient of 0.43.  If only the 
data classified as u1 are considered, the correlation coefficients for the data and their normal-score 
transforms are 0.45 and 0.41, respectively. 

The sequential Gaussian simulation program (SGSIM) in the Geostatistical Software Library 
(GSLIB) (Deutsch and Journel 1998) was used to generate equally drawn, stochastic conditional 
simulations of the gamma log data.  A spiral-search strategy is usually employed with the SGSIM 
algorithm, but a two-part super block search strategy was used for generating realizations of the gamma 
fields due to data configuration, and for reasons stated in Deutsch and Journel (1998, p. 36-37).   
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Figure 3.6. Cross-Plot of Co-Located Porosity and Gamma Log Data for 300 Area Wells 

After the gamma fields were generated, the SGSIM program was used again, but with the co-kriging 
option, to generate conditional simulations of the porosity data using the simulated gamma log data as 
soft data.  A cross-correlation coefficient of 0.41 was assumed for the normal-score transformed data.  
The geostatistical stochastic conditional simulations of the gamma log and porosity data were generated 
on a 227 x 605 x 38 (5,218,730) node grid representing the physical domain of interest.  Uniform 5-m 
node spacing was used in the x- and y-directions, and uniform 0.5-m node spacing was used in the 
vertical direction. 

In addition to porosity, simulations of flow and transport in variably saturated porous media require 
estimates of hydraulic conductivity and parameters that describe the constitutive relative 
permeability-saturation-capillary pressure (k-S-P) relations.  Gamma log-grain size correlation functions 
were developed using grain-size distribution data from selected LFI core samples (Appendix C).  
Hydraulic conductivities and parameters representing the k-S-P relations were then estimated from the 
gamma log-grain size correlation functions and pedotransfer functions (PTF). 

Figure 3.7 shows gamma log-grain size correlation functions for two grain-size distribution metrics, 
the geometric mean diameter, dg (mm), and the ratio of the geometric mean grain-diameter to the 
geometric standard deviation, dg/g.  The grain-size metrics in Figure 3.7 were fit using the function 
expressed in Equation (3.2): 

      54
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where p1, p2, p3, p4, and p5 are parameters and gg represents the Group 1 (LFI) –equivalent gross gamma 
log count data.  When the metric is dg, parameters p1 and p2 have physical meaning as the largest and 
smallest geometric mean grain-diameter, respectively.  Parameters p3, p4, and p5 are fitting parameters 
that affect the shape of the correlation functions.  An S-shaped function of the form given in Equation 
(3.2) was used rather than a linear function to avoid extrapolation to excessively large or small (including 
nonphysical negative) values of the grain-size distribution metrics.  Note that Equation (3.2) is the same 
form as the well-known van Genuchten (1980) water-retention function.  Table 3.2 lists the parameters 
used to generate the curves shown in Figure 3.7. 
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Figure 3.7. Gamma Log – Grain Size Correlation Functions Representing Selected Samples from LFI 

Boreholes 

Table 3.2.  Parameters of Gamma Log – Grain Size Correlation Functions Shown in Figure 3.7 

Parameters in Gamma Log – Grain Size 
Correlation Functions 

Variable 
dg dg/σg 

p1 28 4.5 
p2 0.00001 0.00001 
p3 0.006 0.006 
p4 20.9152 30.2958 
P5 0.9522 0.967 

Figure 3.8 shows cutaway views of three stochastic realizations of dg(mm) computed from the 
SGSIM-simulated gross gamma log fields and the gamma log-grain size correlation function shown in 
Figure 3.7.  The vertical extent of each realization shown in Figure 3.8 is 19 m (62 ft), over the 90- to 
109-m (295- to 357-ft) elevation interval, and the vertical exaggeration is 2X.  As noted earlier, these 
fields were generated using uniform 5-m (16-ft) grid spacing in the x- and y-directions, and uniform 
0.5-m (1.6-ft) grid spacing in the vertical direction. 
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Figure 3.8. Oblique Views (from southeast) of Three Stochastic Realizations of dg(mm) Generated 

Using SGSIM with Gamma Log Data and Gamma Log-Grain Size Correlation Functions.  
The vertical extent of each simulated field is 19 m (62 ft) and the vertical exaggeration is 2X. 
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Unlike the layered EarthVision model representation of the domain, which is based on idealized 
hydrostratigraphic zonations, the dg-fields depicted in Figure 3.8 exhibit much more variability.  Although 
these dg fields are conditioned on the gamma log data from 45 wells in the 300 Area (Figure 3.4), the 
extent to which these realizations correspond with actual properties in the field is unknown.  At this point, 
the simulated dg fields are purely geostatistical, with no explicit geological considerations or constraints. 

Figure 3.9 shows cutaway views of three stochastic realizations of porosity, computed with SGSIM 
using the simulated gamma fields as soft data.  On initial inspection of Figures 3.8 and 3.9, it appears that 
the simulated porosity fields bear little resemblance to the simulated dg fields.  As shown in Figure 3.7, 
however, larger values of dg correspond to smaller values of simulated gross gamma log counts, so 
regions of large values of dg should have smaller values of simulated porosities.  Inspection of Figures 3.8 
and 3.9 prove this is generally the case.  The correlation lengths of the first horizontal structures, a1, for 
the porosity and gamma log data are 150 m (492 ft) and 30 m (98 ft), respectively (Table 3.2).  The longer 
correlation length for the porosity data results in much stronger spatial continuity in the horizontal 
direction relative to the gamma log data.  Because there are essentially no porosity data pairs for 
horizontal lags of less than approximately 200 m (656 ft), it is possible the short-range horizontal 
correlation structure for the porosity data is actually more similar to the gamma log data than was 
modeled in this report.  However, it is impossible to know without having additional porosity data at 
shorter horizontal lags; there is considerable uncertainty in the horizontal correlation length(s) for 
porosity.  It is likely that σg would exhibit a stronger (albeit inverse) correlation with porosity than 
gamma does because more poorly sorted sediments tend to have lower porosities.  However, σg was 
found to be poorly correlated with gamma so it was not used as soft data for porosity estimation.  

An explicit correlation function could be developed for σg and porosity from core samples, which 
could then be used in conjunction with the gamma log grain-size correlation functions in Figure 3.7 and 
Table 3.2 to estimate porosities explicitly from the simulated gamma log data.  However, this theory was 
not pursued in this research. 

Hydraulic conductivity, Ks, was estimated at the resolution of the fine geostatistical model grid from 
the simulated dg and porosity fields depicted in Figures 3.8 and 3.9 using the Kozeny-Carmen equation 
(Bear 1972, p. 166) as shown in Equation (3.3): 
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where  
ρw and µ = density and viscosity of water, respectively 
g = gravitational constant 
n = porosity 
dm = representative grain size, taken here to be dg(mm).   
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Figure 3.9. Oblique Views (from southeast) of Three Stochastic Realizations of Total Porosity 

Generated Using SGSIM with Simulated dg fields as Soft Data.  The vertical extent of each 
simulated field is 19 m (62 ft) and the vertical exaggeration is 2X. 
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Parameters for the Brooks and Corey (1964) model water-retention function were also estimated at 
the resolution of the fine geostatistical model grid from the ratio dg/σg using the PTFs reported by Ward et 
al. (2006).  Note that the PTFs reported by Ward et al. (2006) represent much finer-textured agricultural 
soils.  When applied to the dg/σg values estimated from the 300 Area gamma log-grain size correlation 
functions (Figure 3.7 and Table 3.2), these PTFs still generated reasonable parameter values and were 
therefore used here.  However, the authors of this report recommend that 300 Area site-specific PTFs be 
developed if the types of parameterization methods used in this report are pursued in future work.  Several 
alternative PTFs for estimating hydraulic parameters from soil texture and other types of data are in 
Guber et al. (2006).  These alternative PTFs have not been tested for Hanford Site soils, but it is assumed 
that PTFs generated using site-specific data will be more accurate than those based on generic or non-site-
specific sources. 

3.1.5.3 Parameter Upscaling 

Most stochastic simulation programs, including SGSIM, generate results on a grid with uniform 
spacing.  The spacing can be different for each direction, but in any given direction it is usually uniform 
(constant).  The grid resolutions typically chosen for stochastic simulation are generally much finer than 
the resolutions that can be used practically for numerical flow and transport modeling.  Therefore, 
upscaling procedures are required to map the results of the high-resolution geostatistical model grids to 
the coarser-resolution and usually irregular grids that are used for flow and transport modeling.  The 
following upscaling procedures were used. 

The porosity or saturated water content, θs, was upscaled using volume averaging, as shown in 
Equation (3.4): 
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where V is the (partial or full) volume of a fine-grid block and the subscripts C, F, and j refer to the coarse 
numerical model grid block, the fine-geostatistical model grid block, and the index of the fine-grid block, 
respectively.  The summations were taken over all n fine-grid blocks that were contained (either partially 
or completely) within each coarse-model grid block.  Volume averaging is required for conservation of 
mass and volume for scalar variables such as porosity. 

The principal components of the saturated hydraulic conductivity (or intrinsic permeability) tensor for 
the coarse (superscript C)-model grid blocks were computed as follows.  Lower bounds (superscript L) on 
hydraulic conductivity for each principal direction were first computed from the area-weighted arithmetic 
mean of the length-weighted harmonic mean of the fine-grid block K values, as seen in Equations (3.5, 
3.6, and 3.7): 
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where dx, dy, and dz are the dimensions of the fine-grid blocks; nx, ny, and nz are the number of fine-grid 
blocks in each principal direction; and Se is the effective saturation, which is equal to one for fully 
water-saturated conditions.  Upper bounds (superscript U) on hydraulic conductivity for each principal 
direction were computed from the length-weighted harmonic mean of the area-weighted arithmetic mean 
of the fine-grid K values, as seen in Equations (3.8, 3.9, and 3.10): 
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The upper and lower bounds for K are referred to as the Cardwell and Parsons bounds (Cardwell and 
Parsons 1945, Renard and de Marsily 1997).  Effective K values for each coarse-model grid block were 
computed using Equations (3.11, 3.12, and 3.13) (Malik and Lake 1997, Li et al. 2001): 
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For water-saturated conditions (Se = 1), Equations (3.4) through (3.13) produce exact results in all 
cases for which exact solutions are known; namely, the harmonic mean for flow normal to layers that are 
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perfect and uniform, the arithmetic mean for flow parallel to layers that are perfect and uniform, and the 
geometric mean for two-dimensional flow in statistically homogeneous, stationary isotropic random 
K fields.  For all other cases, these equations produce approximate results whose accuracy depends on the 
character of the heterogeneities and their connectivity.  Although Equations (3.4) through (3.13) are 
written such that K is a function of effective saturation, Se, these equations were only applied here for 
upscaling the saturated hydraulic conductivity, Ks, (Se = 1).  Volume averaging (Equation 3.4) was used to 
estimate upscaled values of water-retention parameters. 

Figure 3.10 depicts the spatial distributions of upscaled hydraulic conductivity (m/d) in the horizontal 
direction, generated from the dg and porosity fields shown in Figures 3.8 and 3.9.  Figure 3.11 shows the 
upscaled porosity distributions.  Note that a vertical exaggeration of 5X was used for Figures 3.10 and 
3.11, and a smaller region of the domain is shown relative to Figures 3.8 and 3.9, which also use a 
different vertical exaggeration of 2X.  The gamma log-grain size correlation functions were generated 
using only Hanford formation data, so all grid blocks in the Ringold Formation, as determined from the 
current EarthVision model interpretation of the hydrostratigraphy, and all grid blocks designated as river 
alluvium deposits, were overwritten with constant, deterministic parameter values. 

By comparing Figures 3.11 and 3.9, the effects of upscaling are obvious, particularly for the western 
one-third to one-half of the model domain, for which much larger-model grid blocks were used (see 
Figure 3.1).  The patchy character of the spatial distributions of upscaled parameters is shown, clearly 
plotting the values of the individual grid blocks as opposed to rendering the images with smooth, flooded 
contours.  Figure 3.12 shows the same hydraulic conductivity distributions depicted previously in 
Figure 3.10, but uses flooded contours.  Although Figure 3.12 is visually more appealing and gives a 
perception of increased connectivity, Figure 3.10 is a truer representation of the actual variability of the 
simulated hydraulic conductivity fields. 

Numerical simulations of flow and transport were performed using the hydraulic property fields that 
were generated using the procedures described in Section 3.1.5.2.  Results are presented in Section 3.2.  
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Figure 3.10. Oblique Views (from southeast) of Three Stochastic Realizations of x-Direction Hydraulic 

Conductivity (Ksx) 
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Figure 3.11.  Oblique Views (from southeast) of Three Stochastic Realizations of Porosity 
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Figure 3.12. Oblique Views (from southeast) of Three Stochastic Realizations of x-Direction Hydraulic 

Conductivity (Ksx) Generated Using Smoothed Contours 
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3.1.6 Spatial Moment Calculations 

Normalized spatial moments of the simulated tracer plumes were calculated to provide a quantitative 
basis for comparing the results of the different simulation cases, and to compute plume trajectories and 
velocities corresponding to different Columbia River stages and groundwater elevation conditions.  The 
ijkth moment of the tracer concentration distribution in space is defined in Equation (3.14): 
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where θ is the volumetric water content, C is the tracer concentration, and x, y, and z are the spatial 
coordinates (Freyberg 1986).  The integrals in Equation (3.14) were evaluated over the extent of the three-
dimensional model domain or over specified portions of the domain when tracer pulses were introduced 
at multiple locations.  

The zeroth, first, and second (i + j + k = 0, 1, or 2, respectively) spatial moments of the tracer plumes 
were computed.  These moments provide measures of the total mass, center of mass, and spread of the 
tracer plume about its center of mass.  The zeroth moment, M000, is equal to the total mass in the domain.  The 
first moment, normalized by the zeroth moment, defines the location of the center of mass (xc, yc, zc) as seen 
in Equation (3.15): 
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The second moment about the center of mass defines a spatial covariance tensor as seen in Equation 
(3.16): 
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The components of the covariance tensor are directly related to the spread of the tracer plume about 
its center of mass, and can be related to the components of an effective dispersion tensor in the classic 
advection-dispersion equation (Freyberg 1986). 
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3.2 Simulation Results 

Based on the range and uncertainty of hydraulic properties in the 300 Area, several simulation cases 
were developed for this model over a range of hydraulic properties, specifically for the very 
high-permeability Hanford formation in the upper portion of the unconfined aquifer.  Cases were also 
developed with different distributions of hydraulic properties within the Hanford formation using 
homogeneous properties for the main hydrostratigraphic units, a manually-defined plan-view zonation 
within the main Hanford formation gravel unit, and stochastic realizations.  Details of an example case are 
provided in the following paragraphs, along with summary simulation results for the different cases that 
provide a range of estimates for transient groundwater water fluxes and flow directions. 

Common material properties for the cases are shown in Table 3.3 and the hydraulic conductivity 
values for the different cases are listed in Table 3.4.  Simulation results provided for each of the cases 
include comparison of simulated hydraulic head with water-level measurements, water fluxes, and 
analysis of tracer pulses introduced into the model domain.  The differences between simulated and 
measured water levels (residual differences) are provided for wells from the automated water-level 
monitoring network during the simulated period.  The water fluxes include the instantaneous and 
cumulative water fluxes for the Columbia River, model boundaries, and sources and sinks over the 
simulated time period.  Tracer pulses were introduced into the model during periods of different river 
stage/water-table regimes at three different locations in the model: the south end of the north process 
trenches (316-5), within the south process pond (316-1), and the 307 trench (316-3).  Tracer pulse 
durations were 1 day at 800 gpm (1,152,000 gal) over a fixed vertical interval, followed by a drift period 
to track plume migration (see Figure 3.13).  Plots of the tracer plumes are provided at selected times after 
the injection of the tracer pulses, along with plume velocities calculated from the change in the plume 
center of mass.  

Table 3.3.  Common Parameters for Large-Scale 300 Area Model Runs(a)  

Unit Particle 
Density 
(g/cm3) 

Porosity Specific 
Storage 
(1/m) 

Relative 
Permeability 

Saturation Function 
Brooks and Corey  

psi, Lambda, and Residual 
Saturation 

Dispersivity 
(m) 

Hanford 
High-K Zone 
(u1a) 

2.76 0.20 1.0 x 10-4  Burdine 
(1953) 

14.04, cm, 1.97, 0.16 αl = 1 
αt = 0.1  

Hanford 
Low-K Zone 
(u1b) 

2.76  0.20 1.0 x 10-4  Burdine 
(1953) 

14.04, cm, 1.97, 0.16 αl = 1 
αt = 0.1 

Ringold fine- 
grained (u4) 

2.65 0.43 1.0 x 10-4  Burdine 
(1953) 

71.31, cm, 0.5193, 0.1299 αl = 1 
αt = 0.1 

Ringold E 
Gravels (u5) 

2.65 0.25 1.0 x 10-4  Burdine 
(1953) 

71.31, cm, 0.5193, 0.1299 αl = 0.5 
αt = 0.1 

River 
Alluvium 

2.76 0.18 1.0 x 10-4  Burdine 
(1953) 

71.31, cm, 0.5193, 0.1299 αl = 0.5 
αt = 0.1 

(a) Note: Some differences in parameters for r5b-flow-lowrivk case: 
      Hanford particle density = 2.65, River Alluvium particle density = 2.65 
      Hanford and Ringold porosity = 0.18 
      Specific storage = 0.0 
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Table 3.4.  Large-Scale 300 Area Simulations - Hydraulic Conductivity Cases (values in m/d) 

Run 
Hanford – 
High-K Zone 
(u1a) 

Hanford – Low-K 
Zone (u1b) 

Ringold Fine 
Grained (u4) 

Ringold E 
Gravels (u5) 

River 
Alluvium 

r5b-a  
Location: clam: 
/files0/ 

Kxy = 8,000  
Kz = 800 N/A Kxy = 1  

Kz = 0.1  
Kxy = 40  
Kz = 4  

Kxy = 4  
Kz= 4 
 

r5b-b  
Location: moray: 
/files0/300ff5-runs/ 

Kxy = 7,000  
Kz = 700 N/A Kxy = 1  

Kz = 0.1  
Kxy = 40  
Kz = 4  

Kxy = 3  
Kz= 3 
 

r5bz 
Location: clam: 
/files0/ 

Kxy = 7,000  
Kz = 700 

Kxy = 2,000  
Kz = 200 

Kxy = 1  
Kz = 0.1  

Kxy = 40  
Kz = 4  

Kxy = 3  
Kz= 3 
 

r5bz-b 
Location: clam: 
/files0/ 

Kxy = 7,000  
Kz = 700 

Kxy = 2,000  
Kz = 200 

Kxy = 1  
Kz = 0.1  

Kxy = 40  
Kz = 4  

Kxy = 1  
Kz= 1 
 

r5bz-c 
Location: moray: 
/files0/300ff5-runs/ 

Kxy = 7,000  
Kz = 700 

Kxy = 2,500  
Kz = 250 

Kxy = 1  
Kz = 0.1  

Kxy = 40  
Kz = 4  

Kxy = 1  
Kz= 1 
 

r5bz-d 
Location: moray: 
/files0/300ff5-runs/ 

Kxy = 8,000  
Kz = 800 

Kxy = 2,000  
Kz = 200 

Kxy = 1  
Kz = 0.1  

Kxy = 40  
Kz = 4  

Kxy = 1 
Kz= 1 
 

r5b-flow-lowrivk 
Location: coral: 
/files1/ 

Kxy = 6,000  
Kz = 600 N/A Kxy = 1  

Kz = 0.1  
Kxy = 40  
Kz = 4  

Kxy = 1  
Kz= 1 
 

Stochastic run2a 
Location: bessel: 
/files0/300ff5/GG/ 
SGSIM_2p_big/runs/ 

Stochastic N/A Kxy = 1  
Kz = 0.1  

Kxy = 40  
Kz = 4  

Kxy = 4  
Kz= 4 

 

Stochastic run3 
Location: mobius: 
/files0/300ff5/ 
fy07_run3/ 

Stochastic N/A Kxy = 1  
Kz = 0.1  

Kxy = 40  
Kz = 4  

Kxy = 4 
Kz= 4 

 

Stochastic run4 
Location: bessel: 
/files0/300ff5/GG/ 
SGSIM_2p_big/runs/ 

Stochastic N/A Kxy = 1  
Kz = 0.1  

Kxy = 40  
Kz = 4  

Kxy = 4 
Kz= 4 
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Figure 3.13. River Stage During Simulation Period Showing Times of Tracer Pulses and Drift.  Tracers 

were injected in 24 hours followed by a longer drift period. 

The number of cases that could be run was limited by the computational requirements for these 
large-scale 300 Area model simulations.  Groundwater flow simulations for the 1.2-year simulation 
period with a 2-hour time step required approximately 2 weeks per run on a dual-processor 2.3-gigahertz 
Intel Xeon Linux workstation.1

3.2.1 Example Simulation Detailed Results 

  Transport simulations for the tracer pulses had to be conducted 
separately following the flow simulation results and required up to 4 days for the April 2007 pulse (which 
had the longest simulated duration). 

The following sections describe the detailed example case and discuss the results of all the simulation 
cases. 

Simulations for the larger-scale 300 Area model cases were run from January 1992 through March 
1993.  A 1-year period with constant boundary condition values equal to those of January 1, 1992, was 
simulated to supply initial conditions for the transient model.  Material, hydraulic, and transport 
properties for the zones in the example case (r5bz-b) are shown in Tables 3.1 and 3.2.  For this 
simulation, the Hanford formation was subdivided into two lateral  zones (as shown in Figure 3.3) 
Detailed results for a deterministic case of this model with a single hydraulic conductivity for the Hanford 
formation gravels  (r5b-flow-lowrivk, as listed in Table 3.4) are discussed in Peterson et al. (2008a).  The 
following sections discuss the hydraulic head comparison, water fluxes, and simulated tracer pulses for 
the two-zone Hanford formation gravel case r5bz-b. 

                                                      
1 Intel and Xeon are registered trademarks of Intel Corporation.  
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3.2.1.1 Hydraulic Head Comparison and Residuals 

Figures 3.14, 3.15, and 3.16 show comparisons of simulated hydraulic heads and measured water 
levels for wells in this example case (r5bz-b).  Simulated hydraulic heads are extracted from the node 
locations closest to the x,y-well coordinates with three vertical locations across the well screen (s1, s2, 
and s3).  The vertical well-screen locations were determined by the closest nodes to the elevations 
calculated at the midpoint of the well screen (s2), between the midpoint and the screen top (s1), and 
between the midpoint and the bottom of the well screen (s3).  Due to the well construction, many of the 
uppermost screen nodes (s1 or s2) for the wells were above the water table during portions of the 
simulation.  Two wells (399-5-1 and 399-6-1) were not included in the residual calculations because even 
the S3 node position was unsaturated during portions of the simulation period. 

The wells used for the boundary conditions for the simulation are shown in Figure 3.14.  Measured 
and simulated hydraulic heads for wells within the model domain are shown for near-river wells in 
Figure 3.15 and for wells located further inland in Figure 3.16. 

The difference between the simulated hydraulic heads and the measured water levels are calculated as 
a residual for each observation.  Residuals are calculated for each observation by Equation (3.17): 

 hhR *−=  (3.17) 

where R = residual 
 h = simulated head 
 h* = measured head. 

Residual values are positive when the simulated values are greater than the measured values, and 
negative when the simulated values are less than the measured value.  Total SSRs for all the observations 
for each simulation are calculated by Equation (3.18): 

 ( )∑ −
=

=
nh

i
hh iiS

1

2*  (3.18) 

where S = sum of squared residuals 
 nh = number of head measurements. 

The calculated residuals for this example case are provided in Table 3.5.  Figure 3.17 has a plot of 
these data showing the total positive residual, total negative residual, the SSR, and the root mean squared 
error (RMSE) for each well.  Note the number of observations is not the same for each well.  Overall, the 
simulated water levels have a good fit to the measured values.  As shown in Figure 3.17, the near-river 
wells had the largest residuals.  Additional damping of the near-river well response to river stage 
fluctuations may be needed.  The river alluvium layer is important in dampening the water-level 
responses in these wells from fluctuations in the Columbia River stage.  Results from preliminary 
simulations without the river alluvium zone were dominated by the large head residuals in the near-river 
wells (a comparison is provided in the cases described in Section 4.0 for the small-scale model).   
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Figure 3.14. Comparison of Simulated Hydraulic Heads and Measured Water Levels for Boundary 

Wells.  The s2 and s3 are simulation results from nodes at two depths across the well screen 
(see Section 3.2.1.1 for additional details).  S2 is above the water table for well 399-6-1. 
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Figure 3.15. Comparison of Simulated Hydraulic Heads and Measured Water Levels for Selected 

Near-River Wells.  The s2 and s3 are simulation results from nodes at two depths across the 
well screen (see Section 3.2.1.1 for additional details).  Note:  Data gap for well 399-4-7 
during a portion of summer. 
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Figure 3.16. Comparison of Simulated Hydraulic Heads and Measured Water Levels for Selected Inland 

Wells.  The s2 and s3 are simulation results from nodes at two depths across the well screen 
(see Section 3.2.1.1 for additional details).  S2 is above the water table during portions of 
the simulation period wells 399-8-1, 3991-2, and 399-4-1. 
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Table 3.5. Detailed Hydraulic Head Residuals Calculated for the Example Case (r5bz-b).  Residuals are 
calculated from simulated value – measured value (e.g., positive residuals when the simulated 
values are greater than the measured value).  See Section 3.2.1.1 for additional details on 
residual calculations.  Boundary well 399-6-1 is omitted from these calculations. 

Well Name 
Number of 

Observations 

Number of 
Positive 

Residuals 

Number of 
Negative 
Residuals 

Sum of 
Positive 

Residuals 

Sum of 
Negative 
Residuals 

Sum of 
Squared 

Residuals 

Root Mean 
Squared 

Error (m) 
399-1-2 7,478 4,547 2,931 384.15 -304.26 85.91 0.107 
399-1-1 9,544 3,570 5,974 353.72 -620.99 155.39 0.128 
399-1-10b 9,675 2,574 7,101 104.40 -398.59 41.45 0.065 
399-1-16b 9,720 6,716 3,004 617.35 -186.24 113.03 0.108 
399-1-18a 9,729 1,876 7,853 19.77 -177.95 6.14 0.025 
399-1-7 8,532 6,571 1,961 569.65 -101.62 90.16 0.103 
399-1-8 9,655 8,092 1,563 864.75 -82.13 143.72 0.122 
399-2-1 9,711 6,368 3,343 769.47 -289.92 194.47 0.142 
399-2-2 4,167 2,347 1,820 209.38 -129.82 45.23 0.104 
399-3-9 9,730 8,337 1,393 1,487.52 -121.56 394.35 0.201 
399-3-12 9,349 8,958 391 1,202.98 -17.74 199.19 0.146 
399-4-1 9,352 6,369 2,983 518.24 -127.26 74.68 0.089 
399-4-7 8,699 7,612 1,087 1,019.57 -46.04 245.09 0.168 
399-8-1 7,473 4,998 2,475 322.85 -141.14 39.21 0.072 
399-8-5a 9,729 0 9,729 0.00 -198.17 4.31 0.021 
699-s19-e14 9,730 2,098 7,632 24.50 -134.42 3.76 0.020 
699-s29-
e16b 9,704 2,581 7,123 114.40 -527.00 65.43 

0.082 

All 151,977 83,614 68,363 8,582.70 -3,604.82 1,901.52 0.112 
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Figure 3.17. Calculated Head Residuals for Large-Scale 300 Area Model Example Case (r5bz-b).  Note 

that the number of observations is not the same for each well (see Table 3.5). 
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Figure 3.17.  (Cont.) 

3.2.1.2 Water Fluxes 

Figure 3.18 shows the simulated water fluxes for the example case r5bz-b during the simulated period 
along the model boundaries, including the Columbia River boundary.   The water fluxes along the river 
boundary have the largest range and show daily and seasonal changes in direction.  The shoreline distance 
of the river for this model is 3019 m (9904 ft) (distance from 699-S19-E14 to 699-S29-E16B).  Fluxes 
along the western and northern boundaries were predominantly into the model domain (negative values) 
and fluxes along the southern boundary were predominantly out of the model domain (positive values).  
Cumulative fluxes along the model boundaries during the simulation period are shown in Figure 3.19.  
Cumulative fluxes along the northern and western boundaries were relatively constant over the simulated 
time period; however, there were significant seasonal changes in the direction and rates at the river and 
southern boundaries.  A summary of the cumulative fluxes along the model boundaries for a 1-year 
period, from February 1992 to February 1993, is shown in Figure 3.20.  Natural recharge from the 316-5 
trench and the discharge from well 399-4-12 are also shown in this figure for comparison to other 
boundary fluxes.  For this period, the net water flux along the river boundary was into the river for the 
example case.  However, the cumulative river fluxes were into the model domain during the spring when 
the river stage was high, as shown in Figure 3.19.  Also shown in Figure 3.19, cumulative fluxes at the 
river boundary were higher, directed both into and out of the model domain, during portions of the year 
than the value at the end of this period (i.e., February 1993).  The simulated river fluxes are strongly 
influenced by the hydraulic conductivities specified for the river alluvium and near-river Hanford 
formation. 

Cumulative fluxes for the simulation period (Figure 3.19) show the impact of the seasonal changes of 
the Columbia River stage on the simulated direction and magnitude of the river boundary fluxes.  During 
the first quarter of 1992 (an intermediate river stage period as shown in Figure 3.13), the cumulative 
groundwater discharge was relatively constant with slight inflow followed by outflow.  The net input to 
the aquifer from the river increased significantly during the second quarter of 1992, which was the 
high-river stage period.  Following the high-river stage period in July 1992, net discharge to the river 
occurred at a much greater rate than earlier in the year as a result of the steeper gradients between the 
elevated water table and low-river stage.  The water discharge rates to the river decreased for the rest of 
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1992, and the high-river stage that occurred again in January 1993 caused inflow into the model domain 
from the river, which reduced the annual net discharge for the simulated period.    

The simulated groundwater flux into the model was relatively constant during the simulated period 
along the northern and western boundaries, as shown in Figure 3.19.  Groundwater flux out of the model 
domain was relatively constant along the southern boundary for the first half of the 1992.  The flux along 
the southern boundary slowed and reversed direction during the summer when the river stage dropped 
during the period with the greatest discharge out of the model on the river boundary.  The simulated net 
discharge picked up again on the southern boundary in late summer of 1992 and was relatively constant 
for the remainder of the simulation period.   

3.2.1.3 Tracer Pulses 

Tracer pulses were introduced into the model during periods of different river stage/water-table 
regimes concurrently at three different locations in the model:  the south end of the north process trenches 
(316-5), within the south process pond (316-1), and at the 307 trench (316-3).  Tracer injection was 
simulated for 24 hours at 3,030 Lpm (800 gpm) for a total volume of 4,361,000 L (1,152,000 gal) over a 
fixed vertical interval, followed by a drift period, during which the tracer plume migration was tracked.  
The time periods of the three tracer pulse injections and drift tracking, shown in Figure 3.13 along with 
the river stage, are as follows:  April 1992 during the initial large increase in the river stage for the year; 
June 1992 during high-river stage, which is followed by a steep drop; and October 1992 during relatively 
low-river stage conditions. 

 
Figure 3.18.  Simulated Instantaneous Water Fluxes Calculated for Model Boundaries (r5bz-b run) 
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Figure 3.19. Simulated Cumulative Net Water Fluxes Calculated for Model Boundaries (r5bz-b run).  

Simulated discharge from production well 399-4-12 was +754,000 m3 during the period. 
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Figure 3.20. Simulated Annual Cumulative Water Flux for Period from February 1, 1992, to February 1, 

1993.  Shoreline distance = 3,019 m.  Simulated discharge from production well 399-4-12 
was +754,000 m3 during the period. 

Plots of the tracer plumes immediately after the tracer injections and at selected times during the drift 
period are shown in Figure 3.21, 3.22, and 3.23 for the 1992 April, June, and October periods, 
respectively.  In the April pulse, as shown in Figure 3.21, the tracer plumes migrate southwest during this 
period of rising river stage.  The tracer pulse at the north process trenches differ from the more 
symmetrical plumes at the other locations due to the simulated water discharge in the north process 
trenches (see Section 3.1.4).  For the June tracer pulse (Figure 3.22), the plumes initially migrate to the 
southwest while the river stage is still high, but then rapidly moves to the east when the river stage drops 
at the end of June (see Figure 3.13).  For the low-river stage tracer pulse in October (Figure 3.23), the 
plumes migrate toward the east during the drift stage.   

Tracer plume drift velocities were calculated by the change in the position of the center of mass (first 
moment) for each of the plumes, as described in Section 3.1.6.  The tracer velocities for each of the three 
tracer pulses at the three different periods are shown in Figure 3.24.  The simulated plume migration 
velocities were highly variable, with values up to 34 m/d (112 ft/d).  The highest velocities occurred 
during the steep drop in river stage that followed the period of high-river stage when the gradients 
between the water-table elevation and river stage were the highest. 

While there are some differences in conditions, a general comparison can be made between the 
simulated low-river stage tracer plume at the south end of the north process pond in this example case 
(Figures 3.23 and 3.24), and the polyphosphate tracer test conducted in December 2006 (discussed in 
Section 2.3.3).   The differences in conditions include discharge to the north process trenches that was 
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included in the simulation (which was not operating during the polyphosphate tracer test) and specific 
river stage during these times.  The simulated tracer plume migrated toward the east (Figure 3.23) with 
velocities ranging from 0.39 to 19 m/d (mean of 8.2 m/d).  The preliminary results of the phosphate tracer 
test showed the tracer plume migrating toward the southeast at approximately 15 m/d (50 ft/d).  
Additionally, hydraulic gradient directions calculated from the automated water-level monitoring network 
for 2006 show a southeast trend (see Section 2.3.1) during low-river stage periods.   
 

 
Figure 3.21. Simulated Conservative Tracer– April 20, 1992 Pulse; Initial High-River Stage Period.  

Plots show the plumes at the end of the 1-day pulse and at 5, 10, 20, 30, and 40 elapsed 
days.  Upper-left plot shows the starting locations of tracer plumes. 
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Figure 3.22. Simulated Conservative Tracer– June 22, 1992 Pulse; High- to Low-River Stage Period. 

Plots show the plumes at the end of the 1-day pulse and at 5, 10, 15, 20, and 25 elapsed 
days. 
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Figure 3.23. Simulated Conservative Tracer– October 6, 1992, Pulse; Low-River Stage Period.  Plots 

show the plumes at the end of the 1-day pulse and at 5, 10, 15, 25, and 35 elapsed days. 
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Figure 3.24. Plume Center-of-Mass Horizontal Velocity Magnitudes for April, June, and October 1992 

Conservative Tracer Pulses 

3.2.2 Large-Scale 300 Area Model Cases 

Three types of cases were run for the large-scale 300 Area model:  1) homogeneous cases, which 
specified uniform properties for each of the major hydrostratigraphic units; 2) zoned cases with the main 
Hanford formation gravel unit subdivided into two zones; and 3) stochastic heterogeneous cases.  
Table 3.4 lists the simulation matrix that contains the simulation names and the specified hydraulic 
conductivity values.  Table 3.3 lists the common parameter values for these cases.  For the stochastic 
heterogeneous cases, only three cases were run for comparison with the results of the deterministic cases. 
The SSR for hydraulic head, calculated using Equation (3.17), are plotted in Figures 3.25 and 3.26 by run 
and by well.  Only one of the stochastic heterogeneous cases is shown in Figure 3.25 (the lowest SSR 
stochastic heterogeneous run); the remaining cases are shown in Figure 3.26.   

Overall run r5bz-b (the two-zone case used as the example run in Section 3.2.1) had the lowest SSR. 
However, a number of other runs had a SSR that was very close to the lowest value case (see 
Figure 3.25).  As in the example case, most of the highest hydraulic head SSRs for these runs were for 
near-river wells (e.g. 399-3-9, 399-2-1, 399-1-1, and 399-4-7) as shown in Figure 3.25. 
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Figure 3.25. Comparison of Sum-of-Squared Hydraulic Head Residuals for Large-Scale 300 Area 

Model Simulations 
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Figure 3.26. Comparison of Sum-of-Squared Hydraulic Head Residuals for All Stochastic Large-Scale 

300 Area Model Simulations 

The approach used for the deterministic cases (homogeneous and zoned), as shown in Table 3.4, was 
to initially vary hydraulic conductivity values for the Hanford Gravel unit and River alluvium zone for the 
homogeneous cases.  Successively lowering the K values for these two units yielded lower head SSR 
values and therefore a better fit of the head measurements.  Using the results of the homogeneous cases 
for guidance, an additional hydraulic conductivity zone was varied within the Hanford gravel unit that 
was subdivided into two zones (see Figure 3.3).  The two-zoned Hanford gravel cases with lower 
hydraulic conductivity values specified for the zone in the northern portion of the domain, along with 
further reductions in the river alluvium zone K, yielded lower hydraulic head SSR values. 
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Simulated cumulative annual water fluxes, from February 1992 to February 1993, for the model 
boundaries are shown for the deterministic cases and one stochastic case, rb5-run4, in Figure 3.27.  Fixed 
water sources and sinks for the model (i.e., surface recharge, north process trench recharge, and 
production well 399-4-12) are not shown in this figure for simplicity (see Figure 3.20).  All the cases had 
annual net inflow from the northern and western model boundaries and net outflow from the south; 
however, the amounts differed significantly for these cases, particularly for the north and river 
boundaries.  All the cases, except for one that with a small inflow value (see Figure 3.27), had net outflow 
to the river.  For the deterministic cases, the two-zone cases had lower inflow from the north due to the 
Hanford lower-K zone created in this portion of the model domain (see Figure 3.3).  The two-zone cases 
also had lower river outflow for the annual period as shown in Figure 3.27.  

The following sections provide additional discussion of the results of the deterministic cases (i.e., 
homogeneous and zoned case) and stochastic cases. 

3.2.2.1 Deterministic (Homogeneous and Zoned) Hydraulic Property Cases and 
Recommendations 

Earlier cases as part of this effort with homogeneous hydraulic properties and without a river 
alluvium zone resulted in relatively low estimates for the Hanford Site gravel unit (~1500 m/d) with the 
hydraulic head residuals dominated by the near-river wells (an example case with the smaller scale model 
is provided in Section 4).  With the addition of the river alluvium zone, hydraulic conductivity estimates 
for the Hanford Site gravels in the 300 Area were much greater based on the hydraulic head residuals.   

-1.50E+07

-1.00E+07

-5.00E+06

0.00E+00

5.00E+06

1.00E+07

1.50E+07

River BC South BC West BC North BC

An
nu

al
 C

um
ul

at
iv

e 
Fl

ux
 (m

^3
   

r5b-a r5b-b r5bz r5bz-b r5bz-c r5bz-d r5b-lowrivk r5b-run4

 
Figure 3.27. Summary of Simulated Cumulative Annual Water Fluxes for Large-Scale 300 Area Model 

Simulations.  Fixed water sources and sinks for the model (i.e., surface recharge, north 
process trench recharge, and production well 399-4-12) are not shown in this figure for 
simplicity (see Figure 3.20).  The length of the Columbia River shoreline for this model 
(from wells 699-s19-e14 in the north and well 699-s29-e16b in the south) is 3019 m. 
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While the number of cases for the large-scale 300 Area model were limited, some guidance in the 
hydraulic conductivity values for the zones in these deterministic simulations can be provided.  For the 
single-zone Hanford gravel cases, the lower values of hydraulic conductivity tested for the Hanford gravel 
and river alluvium had better hydraulic head fit than the higher values.  The two-zone Hanford gravel 
cases had a better hydraulic head fit than the single hydraulic conductivity Hanford gravel cases.  The 
two-zone Hanford gravel configuration permits higher hydraulic conductivity values to be specified for 
the Hanford higher-K gravel zone with a better overall hydraulic head fit.  In the two-zone Hanford gravel 
cases, the run with the 2000 m/d hydraulic conductivity value for the Hanford lower-K gravel zone had a 
slightly better fit than the higher 2500 m/d value tested (the hydraulic conductivity values for the river 
alluvium and higher K Hanford gravel zone were the same for both cases).   

While the hydraulic conductivity values of these simulations were within an order of magnitude of 
aquifer test results for the Hanford formation in the 300 Area (see Section 2.2 and Figure 2.10), a detailed 
evaluation was not possible because many of the aquifer tests were unable to determine K values because 
of the extremely high permeability (only minimum K values were reported for many of the tests).  
Hydraulic conductivity values determined for the river alluvium at one study site along the 300 Area 
shoreline (see Section 2.4.2 and Figure 2.31) showed increasing values at increasing depth with the 
average for the upper 1.5 m (5 ft) of approximately 7 m/d (23 ft/d). 

Additional runs are recommended to further bracket the hydraulic properties of the two-zone Hanford 
gravel unit model.  The number of runs was limited for this study due to the long simulation execution 
times.  The progression of simulations based on the hydraulic head fit (i.e., SSR) led to lower hydraulic 
conductivity values specified for the Hanford and river alluvium zones; however, this also lowered the 
simulated pore water velocities.  Field estimates of pore water velocities at the 300 Area were determined 
during the polyphosphate tracer test (see Section 2.3.3) and estimates were based on historical plume 
events (see Peterson et al. 2008a). 

3.2.2.2 Stochastic Heterogeneous Hydraulic Property Cases 

Figure 3.26 shows the hydraulic head SSR values for each observation well and for all observation 
wells combined, for three different stochastic simulations.  Figure 3.25 shows the SSR values for the 
deterministic simulation cases and the r5b-run4 stochastic simulation (which had the lowest total SSR 
among the stochastic cases).  The head residuals for two of the three stochastic realizations (runs 3 and 4) 
were slightly larger, but similar in magnitude to those of the deterministic simulations, while one of the 
three stochastic realizations (run 2) had significantly higher-head residuals.  Differences in the head 
residuals between the three stochastic simulation cases were a direct result of different combinations of 
model parameters.  Note also that unlike most of the deterministic simulation cases, no attempt was made 
to adjust any parameters used for generating the stochastic realizations to get a better fit.  

Each stochastic realization of parameter fields was generated using exactly the same process, 
previously described in Section 3.1.5.2, but different random seeds were used for each realization.  In 
the SGSIM algorithm, the random seed dictates the starting position or the initial grid point from which 
a random path is generated that visits all other points on the simulation grid.  The system of kriging 
equations used both the conditioning (or hard) data, as well as the previously simulated values within 
the search neighborhood.  Therefore, different realizations can yield significantly different results, 
depending on the amount of conditioning data, their spatial distribution, and the order in which the grid 
blocks were visited for generating grid cell properties.  Regardless of the random seed, however, the 
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simulated results should approximately reproduce the histogram of the conditioning data and the 
experimental variograms, albeit with some statistical variations.  

Considering the variability in SSR of the hydraulic head for the three stochastic simulation results 
reported in this document, it is possible that lower SSR could be obtained from different realizations 
produced using the same simulation process; i.e., if more realizations of the stochastic property fields 
were simulated, some of them would likely have lower SSR values than the ones reported here. 
Alternative approaches would be to calibrate the stochastic simulation results by 1) systematically 
adjusting parameters in the grain-size gamma-log correlation functions, PTFs, or auto-correlation 
functions for porosity, dg, and σg; or 2) combining the results of multiple realizations using the gradual 
deformation method (Hu 2002, Hu and le Ravalec-Dupin 2004), or 3) using hybrid approaches.  Other 
possibly more productive approaches would be to use alternative methods for generating spatially 
correlated random property fields such as multiple-point geostatistics (Strebelle 2002, Feyen and Caers 
2006) or object-based simulation methods for simulating fluvial depositional systems (Deutsch and Tran 
2002).  However, it is possible that if solute transport data were also available, some of the stochastic 
parameter fields that were used might actually yield lower SSR for the combined and weighted data sets 
(head and concentration) than seen for some of the deterministic cases. 

Deutsch (2002) suggests that multiple realizations generated using stochastic simulation algorithms, 
such as SGSIM, can also be used for uncertainty analyses.  Peterson et al. (2005) used such an approach 
with historical aqueous concentration data to estimate the probability of exceeding the maximum 
detectable limit of uranium in groundwater for 300 Area wells. 

Recommendations for improving the stochastic simulations are provided in Section 5.0. 
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4.0 Small-Scale North 300 Area Flow 
and Transport Model 

A small-scale flow and transport model was developed for the 300 Area between the south end of the 
north process trenches (316-5) and the area north of the south process pond (316-1), as shown in 
Figure 4.1.  This model was developed based on the availability of hourly high spatial resolution 
water-level data.  This well network was initiated in 2004 and was subsequently expanded to include 
additional wells (see Section 2.3.1 for details).  The objective of the small-scale model was to investigate 
groundwater flow and transport more efficiently and in more detail than possible with the early 1990s 
water-level data.  Extensive site characterization data collection is underway in a portion of this area for 
the polyphosphate treatability test (i.e., aquifer tests and large-scale tracer injection tests).  Additionally, 
six wells in the 2004+ network are monitoring electrical conductivity and temperature, which provides the 
opportunity to assess transport within the groundwater/river water mixing zone during high-river stage 
periods. 

 

Figure 4.1. Plan View of Small-Scale Model Grid (node-centered cells shown by gray lines) with 
Selected Wells (solid green circles).  Also shown are outlines of the primary waste disposal 
areas (red lines) and the Columbia River shoreline. 
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This section describes the model grid, boundary conditions, sources/sinks, and simulation results for 
the small-scale model.  Simulations with this grid were performed for the purposes of hydraulic property 
estimation, water flux estimation for a range of hydraulic properties, determination of tracer pulse 
migration from the south end of the north process trenches during different river stage regimes, and 
assessment of encroachment of river water during high-river stages. 

4.1 Small-Scale (R1B) Model Description 

4.1.1 Model Grid Configuration 

The small-scale flow and transport model of a portion of the 300 Area is termed the R1B model.  
Figure 4.1 is a plan view of the grid that was used for the R1B model.  The grid consists of 93 by 48 by 
31 nodes in the x, y, and z directions, respectively, for a total of 138,384 nodes.  The model grid was not 
rotated; however, some of these nodes along the sides of the model domain were inactive to align the grid 
with wells used for boundary conditions and the Columbia River shoreline.  Nodes above the Columbia 
River bathymetry were also inactive.  The total number of active nodes is 83,354 (55,030 inactive). 

Grid spacing in the x direction varied, with 10-m (32-ft) grid spacing in the western portion of the 
domain and 5-m (16-ft) grid spacing from the Columbia River and extending inland (see Figure 4.1).  The 
higher resolution around the river and shoreline was needed to better resolve transport in the 
groundwater/river water mixing zone.  In the y direction, grid spacing was uniform at 10 m (32 ft).  The 
bottom of the model domain was at an elevation of 89.5 m (293 ft) NAVD88 (within the Ringold 
Formation), and the top of the model domain was at an elevation of 107.75 m (351 ft) in the lower vadose 
zone, which is above the highest river stage in the past few years.  Vertical layering was 1 m (3.2 m) from 
an elevation of 89.5 m (293 ft) to 92.5 m (303 ft) with 0.5-m (1.6-ft) spacing above that elevation, except 
for 1-m spacing from 99.5 to 101.5 m elevation.   

Vertical node spacing was important in this model, particularly near the fluctuating water table and 
along the river bottom.  A finer vertical resolution variant of this model was tested, with 1-m spacing 
from elevations ranging from 89.5 to 92.5, 0.5-m spacing from 92.5 to 99.75 m, and 0.25-m spacing 
above this elevation to the top of the model domain at 107.75 m.  This refined grid had a total of 223,200 
nodes with 130,101 active nodes.  Results from a case run with this refined vertical grid model were 
similar to results for the case with the coarser vertical grid spacing as discussed in Section 4.2.3.  The 
coarser resolution model was used for the simulation cases in the interest of computational efficiency. 

4.1.2 Model Boundary Conditions 

Boundary conditions for cell faces on the north, south, west, and east (river) sides of the model 
domain were specified as linked lists of seepage faces.  For seepage-face boundary conditions, Dirichlet-
type (specified head) boundary conditions were applied to the outer cell faces of grid blocks that had 
aqueous pressures greater than or equal to atmospheric pressure (101,325 Pa).  No-flow boundary 
conditions were applied to the outer cells faces of grid blocks that had aqueous pressures less than 
atmospheric pressure (e.g., unsaturated conditions).  This led to flow into or out of the model domain, or 
no-flow conditions, depending on the pressures at the boundaries and the adjacent nodes.  Boundary 
pressures were computed based on the aqueous pressure and coordinates for the first surface defined in 
the linked list.  Changes in gravitational potential associated with differences between the elevation of the 
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reference cell face and all other cell faces in the linked list were automatically accounted for.  In addition, 
hydraulic gradients in x-y directions can be specified to account for gradients in the river stage or between 
wells. 

The outer-boundary conditions were specified based on hourly water-level measurements from the 
2004+ network of wells (see Section 2.3.1) on the north, south, and west sides of the domain.  For the 
north boundary, water-level measurements for wells 399-1-13A and 399-1-1 (see Figure 4.1) were 
applied to the closest grid blocks with hydraulic heads linearly interpolated for the grid blocks between 
these wells on the boundary.  Boundary conditions were specified in a similar manner for the south 
boundary using wells 399-1-21A and 399-2-1, and for the west boundary using wells 399-1-13A and 
399-1-21A.  Short sections of the model domain on the north and south are set to no-flow between the 
near-shore wells (399-1-1 and 399-2-1) and the Columbia River shoreline. 

The eastern portion of the model domain, in the Columbia River channel, is specified using data from 
the 300 Area hourly river stage measurements from the Hanford Virtual Library Automated Water Level 
Network Data Module (AWLN), maintained by Fluor Hanford, Inc (Richland, Washington).  The 
boundary condition values were applied to the tops and exposed sides of the grid blocks identified within 
the river using the bathymetry data in EarthVision (see Section 2.1).  Values for the 300 Area Columbia 
River stage recorder (SWS-1) were translated north from the recorder to the southern boundary of the 
model using an estimated average Columbia River gradient for the 300 Area of 5.14 x 10-5.  This river 
gradient was also applied in a north/south orientation across the river boundary surfaces in the model.  
The average Columbia River gradient was estimated (no measurements in this area were found) based on 
the mean river gradient of 5.14 x 10-5, which was calculated from the MASS1 (Waichler et al. 2005) 
model from locations north and south of the 300 Area during December 1, 1991, to January 1, 1994.  This 
value is much lower than the average Columbia River gradient calculated from hourly river stage 
measurements provided by the AWLN between the 300 Area and 100-F Area stage recorders for 
December 2004 through May 2007 (for which the mean gradient was 0.00024).  A lower river gradient 
for the 300 Area versus the values between the 300 Area and 100-F Area is expected because the 
300 Area is still strongly influenced by the McNary pool.  River gradient measurements along the 300 
Area portion of the reach are planned for FY 2008 by the RACS project. 

The bottom of the model domain within the Ringold Formation was defined as a no-flow boundary.  
This was justified for this model based on the very large contrast in hydraulic properties and the 
difference in water fluxes between the Hanford and Ringold Formations in the 300 Area.  Vertical fluxes 
deeper in the Ringold Formation were very low compared to those in the Hanford formation. 

Solute boundary conditions were specified as inflow-outflow for the model.  This allowed solutes to 
exit the model domain when water fluxes were oriented outward.  During inflow conditions, tracer 
concentrations were set to 0 for the north, west, and south boundaries.  A river tracer concentration was 
set to 1 during inflow conditions for the eastern river boundary (inflow concentration of other solutes 
were set to 0). 

4.1.3 Model Sources and Sinks 

Fayer and Walters (1995) generated a Hanford Site-wide map of natural groundwater recharge rates 
by combining available information on land use, vegetation, soil types, lysimeter and tracer (Cl) studies, 
and numerical simulations.  For the 300 Area, the Fayer and Walters (1995) map indicates variable 
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recharge rates ranging from near 0 to approximately 100 mm/yr (0 to approximately 3.9 in./yr).  The 
Fayer and Walters (1995) recharge map was based partially on data from the Buried Waste Test Facility 
(BWTF) lysimeter, located north of the 300 Area.  Rockhold et al. (1995, Table 3.1) reported an 8-year 
(1985-1993) record of drainage rates (equivalent to natural groundwater recharge) from a bare 
(unvegetated) lysimeter at the BWTF that ranged from 111 to 24 mm/yr (4.3 to 0.9 in./yr), with an 
average of 55 mm/yr (2.1 in/yr).  Average annual precipitation rates at the Hanford Site have increased 
slightly since the 1985-1993 time frame, so a higher recharge rate of 60 mm/yr (2.3 in./yr) was assumed 
and applied uniformly for the upper-surface boundary condition in the model.  

Williams et al. (2006) used a chloride mass balance method to estimate a recharge rate of 1.8 mm/yr 
(0.07 in./yr) for the undisturbed, vegetated area in the vicinity of well 699-S20-E10, located northwest of 
the 300 Area.  Based on these data, and on the lysimeter data noted above, natural groundwater recharge 
rates in the 300 Area can be expected to range from an annual average of <2 mm/yr (<0.07 in./yr) (for 
undisturbed, vegetated areas) up to 60 mm/yr (2.3 in./yr) or more (for disturbed, unvegetated areas).  Note 
this range does not include locally elevated recharge rates that might occur; for example, adjacent to 
relatively impermeable surfaces such as buildings, roads, and parking lots.  The area within the model 
domain has been undergoing extensive surface remediation over the past decade with the vegetation and 
top layer of the soil removed and backfilled.  Water has also been applied to the surface via water trucks 
for dust-control during these activities (dust control timing, rates, and volumes are unknown).  The 
implications of these surface remediation activities is that the recharge rates may be higher within the 
model domain in specific areas and times than the uniform recharge values applied based on the BWTF 
lysimeter data. 

During the time period of the model simulations, polyphosphate treatability studies (Vermeul et al. 
2007) have included well discharge and injection in the area represented by the small-scale model 
domain.  The larger-volume activities included withdrawal from well 399-1-7 (used for a water supply 
well for the treatability testing) and injection into well 399-1-23 during hydraulic testing in November 
2006, a 552,507-L (146,000-gal) tracer test conducted in December 2006, and an approximately 
3,785,000 L (1,000,000-gal) polyphosphate/calcium chloride test in June 2007.  These sources were not 
included in the small-scale model simulations because they were relatively small volumes, and the use of 
concurrent injection and pumping resulted in a small net water input/output.  Similar volumes (i.e., 
1,000,000 gal) were used for simulations involving tracer pulses (discussed below), which were less than 
0.4% of the annual net water flux estimated in the small-scale model domain for these cases.  

4.1.4 Model Hydrostratigraphy 

The hydrostratigraphy of the model was extracted from the common framework for the 300-FF-5 
models developed in EarthVision as discussed in Section 2.1.  Figures 4.2 and 4.3 show a plan-view of 
the material types in the model grid at two different vertical elevations.  The largest structural feature in 
the model domain is the ridge of Ringold material trending northwest and southeast, resulting in a thinner 
saturated Hanford formation in the unconfined aquifer along this feature (see Figure 2.2).  

The Hanford formation was laterally subdivided into two hydraulic conductivity zones as shown in 
Figures 4.2 and 4.3.  This subdivision was based on the areas of steeper hydraulic gradients in the 
water-level monitoring network data (discussed in Section 2.3.1) during lower water-table conditions (see 
Figure 2.17).   
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To account for the river alluvium identified during the 300 Area hyporheic zone studies (as discussed 
in Section 2.4), a river alluvium layer was specified in the model below the bathymetry within the 
Columbia River channel.  Three vertical nodes below the bathymetry were configured to the river 
alluvium material type.  The vertical layering in this zone was 0.5 m to 1.0 m, which results in a 1.5-m to 
2.5-m thick river alluvium zone.  Figure 4.4 shows a three-dimensional view of the model zonation with 
the top surface at the uppermost saturated node during the start of the model (January 1, 2006).  Because 
the river alluvium zone was defined by only three vertical nodes over a relatively thin interval, the 
hydraulic conductivity values specified for this zone may not be directly comparable to field values.  This 
was due to hydraulic property averaging between adjacent zones/nodes in the STOMP code. 

 

Figure 4.2. Hydraulic Property Zonation at 103-m Elevation (NAVD88) for the Small-Scale 300 Area 
Model.  River alluvium could be at a lower elevation due to inactive nodes. 
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Figure 4.3. Hydraulic Property Zonation at 102-m Elevation (NAVD88) for the Small-Scale 300 Area 
Model.  River alluvium could be at a lower elevation due to inactive nodes. 
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Figure 4.4. Three-Dimensional View of Hydraulic Property Zonation for the Small-Scale 300 Area 

Model.  The top surface is the uppermost saturated node at model initial conditions (January 
1, 2006). 

4.1.5 Model Material Properties 

Common material properties used in these models are summarized in Table 4.1.  Cases with varying 
hydraulic conductivity specified for the Hanford Site and river alluvium zone are shown in Table 4.2. 

Porosity and particle-density measurements from core samples in the 300 Area are described in 
Appendix A.  The mean particle density, derived from bulk density measurements, was higher for the 
Hanford formation than the Ringold Formation in these analyses.  Total and effective porosity values for 
the Ringold Formation (units 4 and 5), as shown in Table 4.1, were from Table A.7 in Appendix A.  Total 
and effective porosity for the Hanford formation were set at 18%, slightly lower than the 20% mean value 
determined for the Hanford formation below the 106-m (347-ft) elevation that was used for the 
large-scale model.  This lower porosity was based on the preliminary results from the polyphosphate 
tracer test and on physical property measurements from cores collected as part of the LFI characterization 
for well 399-1-23.  A constant value for specific storage was specified for all the units (see Table 4.1) 
based on the range of published values of rock compressibility for sands and gravels (Freeze and Cherry 
1979). 
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Table 4.1. Common Material and Transport Properties Used for the Smaller-Scale 300 Area 
Three-Dimensional Model(a) 

Unit 

Particle 
Density 
(g/cm3) Porosity 

Specific 
Storage 
(1/m) 

Relative 
Permeability 

Brooks and Corey  
psi, Lambda, and Residual 

Saturation 
Dispersivity 

(m) 
Hanford K 
Zones (u1) 

2.76 0.18 1.0 x 10-4 Burdine 
(1953) 

14.04, cm, 1.97, 0.16 αl = 0.5 
αt = 0.1 

Ringold 
Fine-Grained 
(u4) 

2.65 0.43 1.0 x 10-4 Burdine 
(1953) 

71.31, cm, 0.5193, 0.1299 αl = 0.5 
αt = 0.1 

Ringold E 
Gravels (u5) 

2.65 0.25 1.0 x 10-4 Burdine 
(1953) 

71.31, cm, 0.5193, 0.1299 αl = 0.5 
αt = 0.1 

River 
Alluvium 

2.76 0.18 1.0 x 10-4 Burdine 
(1953) 

71.31, cm, 0.5193, 0.1299 αl = 0.5 
αt = 0.1 

(a) Note: Some differences in parameters for r1b2- lowrivk case (see Table 4.2): 
     Ringold porosity = 0.18 
     Specific storage = 0.0 

For unsaturated zone parameters in the STOMP code, a Brooks-Corey function was used along with a 
Burdine porosity distribution model for aqueous relative permeability (Burdine 1953).  The air-entry 
pressure and lambda parameters for the Hanford formation were based on data from Rockhold et al. (1995 
p. A.1), which represent the (“L-soil”) sediment used in the BWTF lysimeters, located north of the 300 
Area. The irreducible saturation parameter, Sr, was estimated at 0.16 based on data from well 
699-S20-E10 (see Figure 8 in Williams et al. 2006). 

Transport parameters for the model include effective porosity, dispersivity, and Kd (linear equilibrium 
partitioning coefficient).  As noted previously, the effective porosity was set to the same value as the total 
porosity.  As shown in Table 4.1, the dispersivities were small compared to the horizontal grid spacing of 
5 m (16 ft) and 10 m (32 ft), which represent an advection-dominated system.  Transverse dispersivities 
were set to 20% of the longitudinal dispersivities.  Grid Peclet numbers (Pe = dx/D) equaled 10 and 20 for 
the 5- and 10-m (16- and 32-ft) grid spacing, respectively.  The Leonard-TVD transport option in STOMP 
was determined to be the appropriate method for handling this advection-dominated system with 
large-grid Peclet numbers.  A Kd of zero was specified for the conservative tracer and river tracer solutes 
in these simulations.  The STOMP Courant limit option was used for transport simulation with the limit 
value set to 1.0.  STOMP decreases the transport time step based on the simulated solute velocities for 
each time step to maintain the calculated Courant number below the specified limit in the transient, 
spatially variable, flow field. 

Hydraulic conductivity values for the Ringold Formation (units 4 and 5) are from hydraulic testing 
results conducted during the 300 Area LFI (Williams et al. 2007) and were not varied in these cases.  
Hydraulic conductivities of the Hanford formation were not determined during the LFI hydraulic testing 
due to its high-hydraulic conductivity (minimum values were reported).  A 0.1 value for hydraulic 
conductivity anisotropy (i.e., Kz/Kxy = 0.1) is specified for all the units, except for the river alluvium 
zone.  The hydraulic conductivity of the Hanford formation and the river alluvium were evaluated with 
this small-scale model as discussed in the following sections. 
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Table 4.2. Hydraulic Property Values for the Small-Scale 300 Area Three-Dimensional Model Cases 
(values are in m/d)  

Run 
Hanford – High-

K Zone (u1a) 

Hanford – 
Low-K Zone 

(u1b) 
Ringold Fine 
Grained (u4) 

Ringold E 
Gravels (u5) 

River 
Alluvium 

r1b2-a 
Location:  baja: 
/files0/300ff5-runs 

Kxy = 8,000 
Kz = 800 

Kxy = 2,500 
Kz = 250 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 4 
Kz= 4 

r1b2-b 
Location:  baja:  
/files0/300ff5-runs  
(Note: Tracer not 
simulated) 

Kxy = 7,000 
Kz = 700 

 

Kxy = 7,000 
Kz = 700 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 3  
Kz = 3 

r1b2-c 
Location:  moray:  
/files0/300ff5-runs 

Kxy = 7,000 
Kz = 700 

Kxy = 2,500 
Kz = 250 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 3  
Kz = 3 

r1b2-d 
Location:  coral:  
/files1/ 

Kxy = 7,000 
Kz = 700 

Kxy = 2,500 
Kz = 250 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 2  
Kz = 2 

r1b2-lowrk 
Location:  clam:  
/files0 

Kxy = 6,000 
Kz = 600 

Kxy = 2,000 
Kz = 200 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 1  
Kz = 1 

r1b2-e 
Location:  moray:  
/files0/300ff5-runs 

Kxy = 7,000 
Kz = 700 

Kxy = 2,500 
Kz = 250 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kx y= 1  
Kz = 1 

r1b2-f 
Location:  baja:  
/files0/300ff5-runs 

Kxy = 4,000 
Kz = 400 

Kxy = 2,500 
Kz = 250 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 1 
Kz = 1 

r1b2-g 
Location:  coral:  
/files1/ 

Kxy = 7,000 
Kz = 700 

Kxy = 2,500 
Kz = 250 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 7,000 
Kz = 700 

r1b2-h  
Location:  baja:  
/files0/300ff5-runs 

Kxy = 8,000 
Kz = 800 

Kxy = 2,500 
Kz = 250 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 1  
Kz= 1 

r1b2-k 
Location:  clam:  
/files0/ 

Kxy = 10,000 
Kz = 1,000 

Kxy = 2,500 
Kz = 250 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 1  
Kz = 1 

r1b2-mns 
Location:  moray:  
/files0/300ff5-runs 

Kxy = 7,000 
Kz = 700 

Kxy = 4,000 
Kz = 400 

Kxy = 1 
Kz = 0.1 

Kxy = 40 
Kz = 4 

Kxy = 1 
Kz = 1 
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4.2 Simulation Results 

Several hydraulic conductivity cases were run with the small-scale 300 Area model to help estimate 
hydraulic conductivity values at the scale of the model (see Table 4.2).  The simulated time period for the 
small-scale 300 Area model cases was from January 2006 through July 2007.  Simulation results 
evaluated for each of the cases included the following: comparison of simulated hydraulic heads with 
water-level measurements, water fluxes, metrics of tracer pulses introduced into the model domain, and 
the inland extent of river water tracers.  Hydraulic head residuals were calculated from the difference 
between the simulated and measured water levels in automated water-level monitoring wells.  The water 
fluxes included the instantaneous and cumulative water fluxes for the Columbia River, model boundaries, 
and sources and sinks over the simulated time period.  Tracer pulses were introduced into the model 
during periods of different river stage/water-table regimes at the south end of the north process trenches 
(316-5).  Tracer-pulse durations were 1 day at 3,028 L/min (800 gpm [1,152,000 gal total volume]) over a 
fixed vertical interval, followed by a drift period to track the migration of the plume (see Figure 4.5).  
Plots of the tracer plumes are provided at selected times after these tracer pulses, along with plume 
velocities calculated from weekly changes in the plume center of mass.  In addition to these tracer pulses, 
a separate river tracer was simulated during inflow conditions from the Columbia River boundary.  
Results of the river tracer were compared to measurements of electrical conductivity (available for some 
of the wells as part of the automated water-level monitoring network) as another measure for assessing 
these simulations and hydraulic property values. 

Detailed simulation results are described below for an example case (r1b2-e described in Table 4.2).  
This is followed by summaries and a comparison of the results of all the cases to identify the best-fit case, 
and the range of possible system responses given the ranges evaluated and uncertainties in parameter 
values.  Also discussed are the results of a test case using a grid with refined vertical node spacing for 
comparison to the standard grid used for these cases. 
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Figure 4.5. River Stage (2006 to Present) and Timing of Tracer Pulses.  Tracer timing shows 1-day 

injection and 60 days of drift. 
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4.2.1 Detailed Example Simulation Case – r1b2-e 

The simulation period for the small-scale 300 Area model cases was from January 2006 through July 
2007.  A 1-year period with constant boundary condition values equal to those of January 1, 2006, was 
simulated to supply initial conditions for the transient model.  Material, hydraulic, and transport 
properties for the zones in the example case (r1b2-e) are shown in Tables 4.1 and 4.2.  

Figures 4.6, 4.7, and 4.8 show a comparison of simulated hydraulic heads and measured water levels 
for the wells in this example case (r1b2-e).  Simulated hydraulic heads were extracted from the node 
locations closest to the x,y-well coordinates at three vertical locations across the well screen (s1, s2, 
and s3).  The vertical well-screen locations were determined by the closest nodes to the elevations 
calculated at the midpoint of the well screen (s2), between the midpoint and the screen top (s1), and 
between the midpoint and the bottom of the well screen (s3).  Because of well construction, many of the 
uppermost screen nodes (s1 or s2) for the wells were above the water table during portions of the 
simulation.   

The wells that supplied the boundary conditions for the simulation are shown in Figure 4.6.  Well 
399-1-1 data gaps in the spring and summer of 2006 were due to pressure transducer over ranging during 
the high-river stage.  The pressure transducer was subsequently raised; however, some data were lost 
again from this well when the water table dropped later in the summer because it was above the water 
table.  Boundary condition values were interpolated from the starting and ending values over the data 
gaps at well 399-1-1.  The smoothing along the boundary from interpolation of the data gaps for boundary 
well 399-1-1 resulted in a poor fit for peaks in boundary well 399-1-13a during these periods as shown in 
Figure 4.6.  Measured and simulated hydraulic heads for wells within the model domain are shown for 
near-river wells in Figure 4.7 and for wells further inland in Figure 4.8 (these plots exclude the boundary 
wells). 

The difference between the simulated hydraulic heads and the measured water levels were calculated 
as a residual for each observation in the simulations.  The process and equations used to calculate the 
hydraulic head residuals are described in Section 3.2.1.1. 

Table 4.3 shows detailed results of the hydraulic-head residuals for each well for the example case.  
Only one node per well (i.e., s1, s2 or s3) was used for the residual calculation, which was selected for 
each well depending on the node location below the water table (i.e., continuously saturated).  These data 
are also shown in Figure 4.9.  Simulated values are temporally interpolated when the simulated date and 
time do not exactly match the observation date and time.  Based on these results, the well with the largest 
error was the inland well 399-1-2 (see Figure 4.1 for location).  Because this well is close to the western 
boundary of the model, the simulated values were strongly influenced by the interpolation of hydraulic 
heads along this boundary from wells 399-1-13A and 399-1-21A.   
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Figure 4.6. Comparison of Simulated Hydraulic Heads and Measured Water Levels for Boundary Wells.  

The s2 and s3 are simulation results from nodes at two depths across the well screen (see 
Section 4.2.1 for additional detail).  Note that data gaps occur in water-level measurements 
for well 399-1-1 during the spring and summer of 2006; the boundary values are interpolated 
during these periods from the measurements before and after the data gaps. 
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Figure 4.7. Comparison of Simulated Hydraulic Heads and Measured Water Levels for Near-River 

Wells Within the Model Domain.  The s2 and s3 are simulation results from nodes at two 
depths across the well screen (see Section 4.2.1 for additional detail). 
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Figure 4.8. Comparison of Simulated Hydraulic Heads and Measured Water Levels for Inland Wells 
within the Model Domain.  The s2 and s3 are simulation results from nodes at two depths 
across the well screen (see Section 4.2.1 for additional detail). 

Hydraulic head values were linearly interpolated along this boundary between the wells specified for 
the boundary.  Simulated values for well 399-1-2 were systematically higher than the measured values, as 
shown in Figure 4.8, and by the larger positive residuals shown in Table 4.3 and Figure 4.9.  Overall, 
most of the simulated values were higher than the measured values for wells in this example case as seen 
by the higher magnitude positive residuals compared to the negative residuals.  Neglecting the wells used 
for specifying the boundary conditions, the near-river wells (399-2-3, 399-2-2, and 399-1-16A) had lower 
SSRs than wells further inland. 
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Table 4.3. Detailed Hydraulic Head Residuals Calculated for the Small-Scale Model Example Case 
(r1b2-e).  Residuals are calculated from simulated value – measured value (e.g., positive 
residuals are when the simulated values are greater than the measured value).  See Section 
3.2.1.1 for additional details on residual calculations. 

Well Name 
Number of 

Observations 

Number of 
Positive 

Residuals 

Number of 
Negative 
Residuals 

Total 
Positive 

Residuals 

Total 
Negative 
Residuals 

Sum of 
Squared 

Residuals 

Root Mean 
Squared 

Error (m) 
399-1-1 12,282 654 11,628 1.97 -121.16 1.54 0.011 
399-1-12 13,507 12,638 869 365.87 -47.75 22.91 0.041 
399-1-13a 13,719 12,638 1,081 251.92 -24.56 9.14 0.026 
399-1-16a 8,839 7,338 1,501 269.16 -15.85 13.68 0.039 
399-1-2 13,718 10,971 2,747 576.53 -30.89 53.09 0.062 
399-1-21a 13,720 51 13,669 0.07 -31.14 0.08 0.002 
399-1-23 8,765 6,380 2,385 284.05 -32.65 20.24 0.048 
399-1-7 13,432 9,086 4,346 224.36 -71.6 13.79 0.032 
399-2-1 13,671 5,178 8,493 36.26 -84.89 1.81 0.012 
399-2-2 13,670 12,704 966 292.49 -7.59 8.88 0.025 
399-2-3 13,567 13,369 198 258.37 -0.67 5.93 0.021 
All 138,890 91,007 47,883 2561.06 -468.74 151.09 0.033 

Simulated water fluxes along the model boundaries, including the Columbia River boundary, are 
shown in Figure 4.10.  The river water flux had the largest range and showed daily and seasonal changes 
in direction.  The shoreline distance of the river for this model was 480 m (i.e., the distance from wells 
399-1-1 to 399-2-1).  Fluxes along the western boundary were predominantly into the model domain 
(negative values) and fluxes along the southern boundary were out of the model domain (positive values).  
The largest range of simulated instantaneous water flux was during the spring and summer of 2006.  
Cumulative fluxes along the model boundaries during the simulation period are shown in Figure 4.11.  
Cumulative fluxes along the western and southern boundaries were relatively constant over the simulated 
time period; however, there were significant seasonal changes in the direction and rates on the river 
boundary.  Cumulative fluxes along the northern boundary were flat during extended periods except for 
times in the spring of 2006.  A summary of the cumulative fluxes along the model boundaries for a 1-year 
period are shown in Figure 4.12.  Natural recharge is also shown in this figure for comparison to the other 
boundary fluxes.  For this example, the net water flux from the river boundary is into the aquifer for this 
time period.  Given the variability along this river boundary, other time periods could show a net output 
to the river (e.g., summer and fall of 2006 or a 1-year period from July 2006 to July 2007).  The river 
stage was also relatively high in 2006 compared to recent years.  The simulated river fluxes are strongly 
influenced by the hydraulic conductivities specified for the river alluvium and near-river Hanford 
formation. 
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Figure 4.9. Calculated Head Residuals for Small-Scale 300 Area Model Example Case (r1b2-e).  Note 
the number of observations is not the same for each well (see also Table 4.3). 
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Figure 4.9.  (Cont.) 
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Figure 4.10.  Simulated Instantaneous Water Fluxes Calculated for Model Boundaries (r1b2-e) 
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Figure 4.11. Simulated Net Cumulative Water Fluxes Calculated for the Small-Scale Model Boundaries 

(r1b2-e) 

Transport simulations for conservative tracer pulses were conducted at seven different times to assess 
groundwater flow directions and rates during various river stage/water-table regimes (see Figure 4.5 for 
the timing of the three example pulses).  The simulated tracer pulses were for 1 day of injection for a total 
volume of 4,360,000 L (1,152,000 gal [800 gpm for 24 hours]).  Results of the initial plumes and 
subsequent drift for the three cases in Figure 4.5 are shown in Figures 4.13, 4.14, and 4.15.  Plume-drift 
velocities calculated from the weekly changes in the position of the center of mass of the tracer plumes 
are shown in Figure 4.16 for the three example pulses and for the other simulated tracer pulses.  For the 
March 2007 pulse (Figure 4.13), the initial plume-drift was toward the southeast until the river stage 
increased significantly at the middle and end of March, causing the plume to move toward the southwest.  
The plume drifted towards the south in April during the sustained high-river stage period.  The second 
example tracer pulse/drift case occurred during the end of a high-river stage period in June 2006 that was 
followed by a steep stage drop in July (see Figure 4.14).  The general direction of the plume drift during 
this period was toward the south-southeast with a large increase in the plume velocity occurring during 
the large drop in the river stage approximately at the beginning of July 2006 (see Figure 4.5).  A third 
tracer drift case is shown in Figure 4.15 for sustained low-river stage conditions during December 2006 
and January 2007.   
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Figure 4.12. Simulated Annual Cumulative Water Flux for 2006 for the Small-Scale Model Example 

Case.  Shoreline distance = 480 m. 

The highest velocities calculated from the simulated tracer pulses occurred about 30 days after the 
start of the June 2006 tracer pulse in the beginning of July when the Columbia River started dropping 
after the sustained high-river period (see Figures 4.16 and 4.5).  Another period with high velocities 
shown by the tracer pulses occurred at the beginning of the September 2006 pulse during the initial 
low-river stage period when the water table was relatively high. 

Velocities calculated for the tracer plume drift during these time periods (Figure 4.16) were less than 
the velocity for the polyphosphate tracer test conducted in December 2006 and January 2007 of 15 m/d 
(49 ft/d).  Simulations with higher hydraulic conductivity values for the Hanford formation are evaluated 
in the following section.  Additionally, the direction of the polyphosphate tracer plume drift was from 
well 399-1-23 toward well 399-1-7, which had a more southeastern direction than the simulated plume 
that had a south-southeastern or southern direction (Figure 4.15).  

Simulated river tracer results during the high-river stage period of 2006 are shown in Figures 4.17 and 
4.18.  The maximum inland extent of the river tracer in 2006 occurred during mid-June.  A comparison of 
the measured electrical conductivity and simulated river tracer results during 2006 are shown in Figure 
4.18.  Results from the boundary wells, 399-2-1 and 399-1-1, are highly variable due to inflow/outflow 
conditions on the boundary (i.e., only fresh water enters the north and south domain during inflow 
conditions near these wells).  The electrical conductivity and simulated river tracer have a good match for 
well 399-2-3 (away from the north and south model boundaries) for the example case; however, the 
simulated river tracer did not extend far enough inland to fit the measured electrical conductivity response 
for well 399-1-7.  Results are not shown for well 399-1-12 because it showed very little measured 
response during 2006 (see Figures 2.24 and 2.25) and there was no simulated change in river tracer 
concentrations (i.e., constant zero value) at this location. 
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Figure 4.13. Simulated Conservative Tracer Pulse for Small-Scale Model Case r1b2-e During the Initial 

Seasonal River Stage Increase in March 2007 (see Figure 4.5 for stage and timing).  
One-million gallons of tracer injected in 1 day (800 gpm) followed by a drift period.   
Note: The first two figures are 1 week apart with the remaining figures 2 weeks apart. 
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Figure 4.14. Simulated Conservative Tracer Pulse for Small-Scale Model Case r1b2-e During 

High-River Stage Period in June 2006 Followed by Lower Stage in July 2006 (see Figure 
4.5 for stage and timing).  One million gallons of tracer injected in 1 day (800 gpm) 
followed by a drift period.  Note:  The first through fourth figures are 1 week apart with the 
remaining figures 2 weeks apart. 
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Figure 4.15. Simulated Conservative Tracer Pulse for Small-Scale Model Case r1b2-e During 

Low-River Stage Period in December 2006 and January 2007 (see Figure 4.5 for stage and 
timing).  One million gallons of tracer injected in 1 day (800 gpm) followed by a drift 
period.  Note:  The first through fourth figures are 1 week apart with the remaining figures 
2 weeks apart. 
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Figure 4.16. Weekly Average Simulated Tracer Horizontal Velocities from Calculated Center of Mass 

Positions of Tracer Pulses for Case r1b2-e (see Figures 4.12 and 4.13).  Times are shown 
from the end of the 1-day tracer injection.   
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Figure 4.17. Simulated Conservative River Tracer for Small-Scale Model Case r1b2-e During High-

River Stage Period in 2006 (see Figure 4.5 for river stage during this period) 
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Figure 4.18. Comparison of Simulated River Tracer with Electrical Conductivity Measurements for 

2006 

4.2.2 Comparison of Hydraulic Property Cases 

A number of cases were run over a range of hydraulic conductivity values for the Hanford formation 
and Columbia River alluvium for the small-scale 300 Area groundwater flow and transport model.  These 
cases are shown in Table 4.2 and were selected to evaluate the model response to show the range over 
these ranges and bracket the hydraulic conductivity values used for the three zones in this model (high- 
and low-K Hanford zones and river alluvium zone).  The number of cases evaluated was limited by the 
simulation execution time of 7 to 8 days per case on Linux dual-processor Xeon1

                                                      
1 Xeon is a registered trademark of Intel Corporation in the U.S. and other countries.   

 (Pentium 4, ranging 
from 3.2 to 3.6 gigahertz) workstations.  The cases were evaluated with respect to the SSRs for the water-
level measurements over the simulation period, the simulated plume-drift compared to groundwater 
velocity estimates from field tests, and the inland extent of simulated river tracer as compared to 
groundwater electrical conductivity measurements.  A comparison of the cases is provided in the 
following sections.  The overall water fluxes for these cases are also provided to show the range of 
groundwater fluxes over the range of hydraulic conductivity values tested.   
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4.2.2.1 Hydraulic Head Fit 

The calculated SSRs for the water-level measurements for all the cases are compared in Figure 4.19.  
Case r1b2-k, which had the highest hydraulic conductivity value for the Hanford formation of the cases 
tested, had the best fit based on the residual analysis; however, SSR results for several other cases were 
close to this value.  The cases with the lowest SSR were all cases where the Hanford formation was 
subdivided into two hydraulic conductivity zones and had the lowest values for the river alluvium zone.  

As shown in Figure 4.19, the cases with low hydraulic conductivity in the river alluvium zone had the 
largest impact on reducing the overall residuals.  This zone significantly dampens the magnitude of the 
river stage fluctuations on the near-river wells (e.g., 399-2-2 and 399-2-3).  The case without the lower 
hydraulic conductivity value for the river alluvium zone (r1b2-g) had the largest overall SSRs of the cases 
tested.  The lowest hydraulic conductivity value of the river alluvium tested had a better fit compared to 
higher hydraulic conductivity values (compare cases r1b2-c, r1b2-d, and r1b2-e that used 3 m [9.8 ft], 2 m 
[6.5 ft], and 1 m [3.2 ft]/d, respectively).  The best-fit value of 1 m/d (3.2 ft/d) for the river alluvium 
hydraulic conductivity is dependent on a relatively thin layer that is resolved with three vertical nodes. 
The values for the river alluvium used in these simulations may not be directly comparable to field 
measurements due to the effective thickness and hydraulic property averaging within the STOMP code 
with adjacent nodes for this thin layer (see Section 4.2.3 below for results with a finer vertical grid 
spacing).  

Increasing the hydraulic conductivity in the Hanford high-K zone resulted in lower overall hydraulic 
head residuals (for the same hydraulic conductivity values in the other zones).  The residuals for a 
10,000 m/d case were lower than 8000, 7000 and 4000 m/d cases (comparing case r1b2-k with r1b2-h, 
r1b2-e, and r1b2-f).  Simulations with the lower values for the Hanford low-K zone had lower residuals.  
Case r1b2-b, which had the Hanford low-K zone set to the same hydraulic conductivity value as the 
Hanford high-K zone, had a much larger SSR than simulations with lower values for this zone (compare 
to case r1b2c, which had the same K values for the other zones).  Case r1b2-b had the second highest 
overall SSR as shown in Figure 4.19.  However, case r1b2-b also had a higher K-value for the river 
alluvium zone than the lowest SSR cases.  

The impact of the Hanford Low-K zone can be seen by comparing SSR results for case r1b2-b, which 
had a single value specified for the entire Hanford formation, with case r1b2-c where the low-K zone had 
a value of 36% of the high-K zone (all other parameters were the same).  The SSR results in Figure 4.19 
shows a much better fit for the two-zone case.  A pair of cases (r1b2-e and r1b2-mns) can be compared to 
determine the impact of an intermediate value for the Hanford low-K zone (36% and 57%, respectively).  
The lower-K value case had a better SSR fit than the higher-K value case, as shown in Figure 4.19. 

4.2.2.2 Simulated Tracer Plume Drift 

Tracer plume drift velocities calculated from the weekly change in the plume center of mass are 
shown for selected cases in Figure 4.20.  This figure shows the lower tracer velocities for the 4000 m/d 
Hanford high-K zone (r1b2-f) and the greater tracer velocities for the 10,000 m/d Hanford high-K zone 
case (r1b2-k) compared to the example case (7000 m/d for r1b2-e) in Figure 4.16.  While the simulated 
tracer velocities for the 10,000 m/d case were higher than the example case, they were still slightly below 
the 15.2-m/d (50-ft/d) value determined for the polyphosphate tracer test conducted in December 2006. 
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Figure 4.19. Comparison of Water-Level Measurement Fit of Small-Scale 300 Area Model Cases.  

Sum-of-squared residuals are calculated based on Equation (3.17).  
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Figure 4.19. (Cont.) 
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Figure 4.21 shows the December tracer pulse plume for case r1b2-g, which is the simulation similar 
to the example case (r1b2-e) but without the river alluvium zone (compare to Figure 4.15).  The direction 
of this plume has a more southeast trajectory during the first 4 weeks of drift than the example case.  
Increasing the hydraulic conductivity values of the Hanford lower-K zone or river alluvium provide more 
groundwater flow toward the river instead of being directed predominantly to the south during low-river 
stage conditions.  
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Figure 4.20. Comparison of Weekly Average Tracer Simulated Velocities (x-y magnitude) from 

Calculated Center of Mass Positions of Tracer Pulses for Selected Cases.  Times are shown 
from the end of the 1-day tracer injection.  Compare with the example case in Figure 4.16. 
Some pulses for r1b2-f may be biased due to remnant plumes from prior pulses. 

4.2.2.3 Inland Extent of River Water 

Figure 4.22 shows the maximum inland extent of the simulated Columbia River water tracer for 
selected cases.  These can be compared to the river tracer plumes at different times for the example case 
(r1b2-e) in Figure 4.17.  The difference in the maximum inland extent of river tracer from changes in the 
values of the Hanford high-K zone were small (cases r1b2-f and r1b2-e) because the Hanford low-K zone 
and river alluvium control the near-shore fluxes.  Figure 4.22 shows a dramatic increase in the inland 
extent of the river water for the case with no river alluvium (compare case r1b2-g in Figure 4.22 with the 
detailed example case r1b2-e in Figure 4.17).  Increasing only the hydraulic conductivity of the Hanford 
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low-K zone had only a small impact on the inland extent of the river tracer (compare case r1b2-mns in 
Figure 4.22 with detailed example case r1b2-e in Figure 4.17). 

The coverage of the electrical conductivity measurements from the automated monitoring network 
(described in Section 2.3.1.1) are not sufficient to determine the maximum extent of river water intrusion 
during the high-river stage period of 2006, except that it fell between wells 399-1-7 and 399-1-12 during 
this time (see Figure 2.25).  However, there have been some low electrical conductivity measurements 
during high-river stage conditions measured in well 399-1-17a (which is further inland than 399-1-7; see 
Figure 1.2) from semiannual groundwater monitoring.  

4.2.2.4 Water Flux Comparison 

A comparison of the simulated annual cumulative water fluxes calculated for 2006 along the model 
boundaries for all the cases is shown in Figure 4.23.  Natural recharge was omitted from this figure 
because it was constant for all the cases (see Figure 4.12 for values from the example case).  The direction 
of the cumulative flux along the boundaries (i.e., in or out of the model domain) was the same for all the 
cases except for case r1b2-b.  In general, water fluxes along the southern, western, and northern 
boundaries were larger for the cases with the larger hydraulic conductivity values for the Hanford high-K 
zone.  Case r1b2-k with a 10,000 m/d hydraulic conductivity for the Hanford high-K zone had the highest 
fluxes overall.  Cases with larger-K values for the river alluvium and Hanford low-K zone also had higher 
fluxes (e.g., r1b2-g and r1b2-a). 

Case r1b2-b did not have a Hanford low-K zone (its hydraulic conductivity value was set to the same 
value as the Hanford high-K zone as shown in Table 4.2) and it showed inflow from the northern 
boundary and outflow for the river boundary.  This case also had the largest outflow on the southern 
boundary.  

The cumulative annual water flux from the river boundary was relatively small compared to the other 
boundaries for all these cases (Figure 4.23).  Note the cumulative annual river flux is a net value and does 
not indicate the amount of river water or groundwater exchange that occurred.  As discussed in Section 
4.2.1, the period chosen for calculating this value is also important.   

4.2.3 Refined Vertical Node Grid Spacing Model – R1C 

As discussed in Section 4.1.1, the vertical grid refinement of the model is important to the simulation 
results because of the fluctuating water table and the resolution of the river channel and thin river 
alluvium layer.  A refined grid was built with the vertical node spacing decreased from 0.5-m spacing for 
the vadose zone and upper portion of the aquifer to 0.25 m.  The lower elevation of the 0.25-m vertical 
grid refinement also includes most of the upper portion of the riverbed, particularly near the shoreline (see 
Figure 4.24).  For the refined grid, the river alluvium zone was assigned to the six uppermost nodes below 
the river bathymetry for the river alluvium layer (compared to three nodes for the standard grid). This 
refinement more than doubled the number of active nodes (2.4 times) from 55,030 nodes for the standard 
grid to 130,101 for the refined model.  Simulation times increased from 7 days with the standard grid to 
12 days with the refined grid (which was also on a slightly faster machine). 

Hydraulic properties for the refined grid model (r1c) are the same as the highest-K standard grid case 
r1b2-k (see Table 4.2), which had the lowest overall hydraulic head residuals of the cases run.  Hydraulic 
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head SSRs were very close for the wells in the two cases, as shown in Figure 4.25.  The difference in the 
overall SSR was 1.25% with the refined grid having the slightly lower value.  Differences in the annual 
cumulative water fluxes are shown in Figure 4.26.  The percentage difference between the cases for the 
cumulative annual flux for the river boundary was the largest at 38%; however, the absolute difference in 
this value was relatively small (7800 m3) compared to the annual net system flux (> 1,500,000 m3).  The 
cumulative net fluxes were the same for both cases for the southern boundary and were 6% and 2% 
smaller with the refined grid for the northern and western boundaries, respectively.  A visual comparison 
of the plots of the tracer and river tracer plumes for both cases were similar.  The lower computational 
requirements for the coarser model, while providing similar results to the finer-resolution model, 
permitted more cases to be evaluated for this study. 
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Figure 4.21. Simulated Conservative Tracer Pulse for Case r1b2-g During the Low-River Stage Period 

in December 2006 and January 2007 (see Figure 4.4 for river stage and timing).  Note:  The 
first through fourth figures are 1 week apart, with the remaining figures being 2 weeks 
apart.  Compare to results for the example case (Figure 4.15). 
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Figure 4.22. Comparison of Simulated Conservative River Tracer Maximum Inland Extent for Selected 

Cases During the High-River Stage Period in 2006 (see Figure 4.4 for the river stage during 
this period).  Compare to the results for the example case (Figure 4.17). 
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Figure 4.23. Comparison of Simulated Cumulative Net Annual Water Fluxes for the Small-Scale 

300 Area Model Cases for 2006.  Positive values indicate flow directed out of the model 
domain and negative values are for flow into the model domain.  See Table 4.2 for case 
descriptions.  Shoreline distance = 480 m. 
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Figure 4.24. Three Dimensional View of the Hydraulic Property Zonation for the Refined Vertical Node 

Spacing (0.25 m) Small-Scale 300 Area Model.  The top surface is the uppermost saturated 
node at model initial conditions (i.e., based on January 1, 2006). 
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Figure 4.25. Comparison of Water-Level Measurement Fit for the Small-Scale 300 Area Model Cases 

With Refined Vertical Grid (r1bc) and Standard Grid (r1b2-k) 
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Figure 4.26. Comparison of Cumulative Net Annual Water Fluxes for the Small-Scale 300 Area Model 

Cases with Refined Vertical Grid (r1bc) and Standard Grid (r1b2-k).  Positive values 
indicate flow directed out of the model domain and negative values are for flow into the 
model domain.     
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5.0 Summary and Recommendations 

5.1 Summary 

Groundwater flow rates and directions in the 300 Area are very dynamic because of the 
high-hydraulic conductivities, along with the large daily, weekly, and seasonal fluctuations in the 
Columbia River stage.  Quantifying the dynamics of groundwater flow and transport in the 300 Area 
aquifer will help understand the significant seasonal variability of the uranium plume concentrations seen 
in biannual groundwater monitoring, and will help evaluate remediation options.  Groundwater flow rates 
are very high in the upper portion of the 300 Area unconfined aquifer (within the Hanford formation), 
with velocities up to 10 to 15 m/d (35 to 50 ft/d) based on a tracer test and limited plume-migration data 
(Peterson et al. 2008a).  Variability in the groundwater-flow directions is apparent from analysis of hourly 
and subhourly automated water-level measurements from monitoring networks established in the 
300 Area.  Generalized flow directions in the area between the north and south process ponds are toward 
the east to south, with the directions changing toward the south and west during periods of increases in 
the river stage (daily and seasonal). 

High-resolution water level and river stage data were required to simulate the dynamics of the 300 
Area aquifer.  Two scales of groundwater flow and transport models were developed based on the 
availability of high-resolution water-level monitoring data.  A larger-domain model was developed that 
includes the 300 Area and extends north and south using data from the early 1990s water-level monitoring 
network.  A smaller domain model was developed for the northern portion of the large-scale model 
domain that used water-level data from another well network established in 2004.  These models focus on 
the highly permeable upper portion of the unconfined aquifer within the Hanford formation that has 
hydraulic conductivity values 2 to 3 orders of magnitude higher than the underlying Ringold Formation 
aquifers.  These models simulate saturated and unsaturated groundwater flow and transport that use the 
STOMP code (White and Oostrom 2000, 2004).  The model domains include the lower portion of the 
vadose zone to encompass the range of river stage and water-table elevation variations seen during the 
simulation periods.  

The large-scale x-y-z finite difference grid was 70 × 122 × 33 nodes (respectively, 281,820 total 
nodes that included 39,539 inactive nodes).  Nodes are inactive outside the polygon defined by the 
locations of boundary condition wells and nodes above the Columbia River streambed.  Grid spacing was 
variable in the large-scale model, with a range from ~100 m to 10 m in the x-y directions and from 1 m to 
0.5 m in the vertical direction.  Finer x-y node spacing was specified in the portion of the domain near the 
river that had steeper hydraulic gradients.  Finer z-node spacing was specified in the vadose zone and 
within the zone of water-table fluctuations. The small-scale model x-y-z grid was 93 × 48 × 31 nodes 
(respectively, 138,384 total nodes that included 55,030 inactive nodes).  Grid spacing for the small scale 
model was constant in the y-direction (10 m), and was variable in the x-direction (10 m to 5 m) and the 
z-direction (1 m to 0.5 m).  A higher-resolution small-scale model (223,200 total nodes that included 
93,099 inactive nodes) was also developed to test the impact of finer z-direction grid spacing (0.25 m in 
the fluctuating water-table zone). 

The hydrostratigraphy, topography, and bathymetry for the three-dimensional models used a 
consistent framework developed using EarthVision.  The hydrostratigraphic units were determined from 
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previously published interpretations of the 300 Area (i.e., Shalla et al. 1988, Gaylord and Poeter 1991, 
Swanson et al. 1992), along with data from additional wells installed since those studies.  A reanalysis of 
some of the older hydrostratigraphic unit picks from well logs in the area, along with using geophysical 
logs, was conducted based on the detailed knowledge gained from the 300 Area LFI boreholes (Williams 
et al. 2007).  The primary hydrostratigraphic units within the model domain were the Hanford formation 
gravels, a fine-grained Ringold Formation unit that was encountered in many of the wells (although not 
completely continuous) in the 300 Area immediately below the Hanford and Ringold contact, and the 
underlying Ringold gravels.  The three-dimensional hydrostratigraphy in the EarthVision database was 
sampled at the model finite difference node locations. 

Recent studies of the hyporheic zone in the 300 Area have shown the importance of a layer of river 
alluvium with lower hydraulic conductivity (relative to the Hanford formation) that is dampening the 
response of wells near the river to river-stage fluctuations, and limiting the aquifer flux to and from the 
river (Fritz et al. 2007, Fritz and Arntzen 2007).  Downhole probe measurements of electrical 
conductivity and temperature of the aquifer in wells near the Columbia River have shown the extent of 
the groundwater/river water mixing zone.  For example, downhole probe measurements in 2006 revealed 
that river water entered the aquifer to a distance of more than 188 m (617 ft) inland when the river stage 
was high.  Limited data on specific conductance (from biannual groundwater monitoring events) indicate 
that the inland extent of river water could be much greater in places. 

The boundary conditions on the north, south, and west sides of the two models were Dirichlet 
hydraulic head boundaries, which were set from water-level monitoring network (subsampled at 2-hour 
intervals) well data along the boundaries.  Values for the cells along the boundaries between well 
locations were linearly interpolated between well pairs.  Boundary conditions on the eastern side of the 
models within the Columbia River channel were also Dirichlet hydraulic head boundaries (specifically 
seepage-face boundaries) set from data from a river stage recorder in the 300 Area (subsampled at 2-hour 
intervals).  Estimated river gradients for this portion of the Hanford Reach were applied to the river stage 
recorder values for the river boundary conditions.  The upper boundary (excluding the area of the river 
channel) is a recharge boundary set from estimates of natural recharge.  The lower boundary was a no-
flow boundary within the Ringold Formation.  The large-scale model also included water sources from 
discharges to the north process trenches occurring during the simulation time, and pumping from a water 
supply well in the southern portion of the model domain.  These sources and sinks were not part of the 
small-scale model because discharge to the trench ended prior to the simulation time period and the water 
supply well was outside the small-scale model domain. 

Simulations for the large- and small-scale models included groundwater flow and conservative tracer 
transport.  Simulation time steps were 1 hour or less with boundary condition specifications of 2 hours for 
the Dirichlet boundaries from the well data and river stage.  A 1-year steady state simulation was used to 
provide initial conditions for the transient simulations. Transient simulations were then conducted for a 
1.2-year time period for the large-scale model and a 1.6-year period for the small-scale model.  
Groundwater flow simulations were conducted with the large-scale model for the entire simulation period.  
These simulation results were then used for restart values in separate flow and transport simulations for 
each of the tracer pulse periods.  This process was used to reduce the overall run times for the large-scale 
model (i.e., transport simulations were not needed for the entire flow period and could be run on separate 
workstations for each tracer pulse).  While the flow simulations also included transport solution, no tracer 
sources were introduced into the model during these simulations and the courant limiter was disabled to 
eliminate the reduction in time steps needed for transport.  Combined flow and transport simulations 



 

5.3 

could be conducted for the small-scale model because these runs took less time due to the smaller model 
grid.  These simulations were run on Linux dual-processor Intel Xeon (3.2 to 3.6 gigahertz) workstations.  
Run times for the large-scale model flow simulations were approximately 14 days with an additional 4 
days for each flow and transport tracer pulse period simulation.  For the small-scale flow and transport 
simulations, the runtimes were 7 to 8 days per case (12 days for the refined vertical grid).  

A number of large- and small-scale model simulations were run focusing on the hydraulic 
conductivity values and distribution within the Hanford formation and river alluvium zone.  Simulations 
were run with uniform hydraulic conductivity values for the Hanford formation and with the Hanford 
formation subdivided laterally into two zones with different hydraulic conductivity values.  
Heterogeneous hydraulic properties in the Hanford formation were developed from stochastic hydraulic 
properties developed for the large-scale model.  The hydraulic conductivity of the Hanford formation in 
the 300 Area was difficult to determine through common methods used for aquifer testing, such as slug 
tests and limited duration pumping tests, due to its very high permeability (> 1000 m/d) and the 
fluctuating water table induced by changes in the river stage.  Hydraulic conductivities for the Ringold 
Formation were not varied and were set based on slug testing results.  Other material properties for these 
units (e.g., porosity, soil characteristic curves, dispersivities) were not varied in these simulations.  A 
simulation matrix was developed to bracket hydraulic conductivity values for the Hanford formation and 
to evaluate the different property distributions.  The number of simulations that could be run was limited 
by the computational requirements of the runs and available resources.  This precluded a rigorous inverse 
process for parameter estimation within the scope of this effort.  However, this research did include some 
limited trial and error fitting of hydraulic conductivity based on analysis of previous runs.   

Simulation results were assessed by a number of metrics including calculating the difference between 
simulated and measured water levels for wells from the automated water-level monitoring network within 
the model domain (SSR), simulated tracer plume drift directions and x-y velocities calculated from 
changes in center of mass of the tracer plumes compared to the limited field tracer test results, and 
comparison of the arrivals and inland extent of a river water tracer (for the small-scale model only) with 
downhole measurements of specific conductance from the automated well network.  Additionally, water 
fluxes are calculated for the model boundaries (north, south, east, and Columbia River) for evaluation in 
comparison with independent estimates and to show the range in simulated values for the different cases 
that were run. 

Overall, the deterministic cases with the Hanford formation subdivided into two zones, along with a 
river alluvium zone, had the best fit based on the evaluation of the hydraulic head residuals for both the 
large- and small-scale models.  However, only a few heterogeneous stochastic simulations could be 
evaluated in this effort.  For the large-scale model cases tested, the best-fit case had hydraulic 
conductivity values of 7000 m/d for the high-K Hanford formation zone, 2000 m/d for the low-K Hanford 
formation zone in the northern portion of the domain, and 1 m/d for the river alluvium zone.  Other 
large-scale model cases had similar total residual values.  For the small-scale model cases tested, the best 
fit had hydraulic conductivity values of 10,000 m/d for the high-K Hanford formation zone, 2,500 m/d for 
the low-K Hanford formation zone in the north and eastern portion of the domain, and 1 m/d for the river 
alluvium zone.  A number of simulations with the small-scale model had similar SSR values.  Calculated 
hydraulic head RMSE values for the small-scale model were smaller than the large-scale model, possibly 
as a result of the lower hydraulic gradients across the small-scale model (i.e., flatter water table).  The 
flatter gradients in the southern portion of the small-scale model may also be indicative of higher 
hydraulic conductivities within the Hanford formation in this location compared to the lower hydraulic 
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conductivity in the best-fit case for larger-scale model that encompasses a larger area.  The hydraulic 
conductivity values for the river alluvium in these best-fit cases may not be directly comparable to 
measurements (which averaged about 7 m/d over a 1.5-m thick zone) because of the discretization of this 
thin zone and hydraulic property averaging within the finite difference numerical code. 

Tracer pulses were simulated for both the large-scale and small-scale models during different times of 
the year to assess the impact of the water table and river stage on plume drift direction and velocities.  
Plumes were simulated in three starting locations in the large-scale model: south of the north process 
trenches, within the south process pond, and within the 307 trench.  Only one starting location was used 
for the small-scale model at the south of the north process trenches.  General results showed that the 
tracer plumes moved inland (west or southwest) during rising or high-river stage periods (e.g., spring and 
early summer).  Plumes moved toward the river (east or southeast) during low-river stage conditions.  The 
highest simulated plume drift velocities were seen during the initial drop in the river stage in the summer 
that follows a period of sustained high-river stage.  For the plumes at the south end of the north process 
trench, plume drift velocities were generally higher in the large-scale model compared to the small-scale 
model using similar hydraulic conductivity values for the Hanford formation.  Simulated plume velocities 
showed a large range in values throughout the time periods, with a range up to ~30 m/d for the best-fit 
SSR case in the large-scale model and up to ~17 m/d for the best-fit case in the small-scale model.  There 
was also a larger range and more variability in velocities for the larger-scale model because the velocities 
were calculated daily from changes in the plume center of mass, and the small-scale model velocities 
were from weekly changes.  

Simulated tracer plumes during low-river stage conditions near the south end of the north process 
trenches can be compared to the polyphosphate tracer test results conducted in December 2006.  The 
preliminary results of this test showed the plume moving toward the southeast at a velocity of 15.2 m/d  
(50 ft/d).  Simulated tracer plumes for the large-scale model moved eastward during the low-river stage 
conditions pulse (October 1992), with daily average velocities ranging from ~1 to ~18 m/d for the best-fit 
SSR case.  Simulated tracer plumes for the small-scale model moved south-southeast during low-river 
stage conditions (December 2006), with weekly average velocities ranging from ~2 to ~11 m/d for the 
best-fit SSR case.   

Other estimates of plume drift from limited historical plume events (Peterson et al. 2008a) had 
estimates of 10.7 m/d (35 ft/d) based on monitoring of an inadvertent release of tetrachloroethene, and 
several meters a day for uranium from monitoring of concentration peaks during a burial ground 
remediation.  These contaminants can sorb to the aquifer sediments so their velocities would be retarded 
compared to a conservative tracer.    

The small-scale model can also be evaluated based on a simulated river tracer compared to specific 
conductance measurements in downhole probes installed in some of the wells in the automated 
monitoring network during the simulation time-period.  There was generally a good fit between the 
simulation results for the cases with the lowest hydraulic head SSRs and the specific conductance 
measurements.  Changes in the hydraulic conductivity values for the low- and high-K Hanford zones did 
not have a large impact on the maximum inland extent of the simulated river tracer.  However, the 
hydraulic conductivity value of the river alluvium has a large impact on the inland extent and is the 
probably the limiting factor in the range of cases tests.  The distance between the two farthest inland wells 
with automated specific conductance monitoring is large (between wells 399-1-7 and 399-1-12), so the 
exact inland extent of the mixing zone from these data is not easily resolved (well 399-1-7 showed 
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significant impact from river water and well 399-1-12 had little or no impact).  Additionally, 
high-K zones within the Hanford formation may also have a spatial impact on the inland extent (i.e., 
semiannual monitoring of well 199-1-17a showed some impact during high-river stage conditions in 
June). 

Water fluxes into and out of the 300 Area aquifer were calculated using the large-scale model for the 
period of February 1, 1992, to February 1, 1993, and for the small-scale model for 2006.  These include 
boundary fluxes on the north, west, and south of the model domain and at the river boundary.  River stage 
conditions during this period for the large-scale model were generally average and typical for the past 
15 years, with stage-elevation ranging between 104.3 to 106.8 m (NAVD88).  River stage conditions 
during 2006 used for the small-scale model were higher than usual, ranging between 104.2 to 107.5 m 
(NAVD88).  All the cases for both the large and small-scale showed net annual water fluxes into the 
model domain along the western boundary, and net annual water fluxes out of the model domain along 
the southern boundary.  The large-scale model had net annual water fluxes into the model domain for all 
the cases on the northern boundary.  Most of the small-scale model cases had net annual water fluxes out 
of the model domain on the northern boundary.  Most of the large-scale model cases had net annual water 
fluxes into the river from the aquifer whereas most of the small-scale model cases had net annual water 
fluxes into the aquifer from the river.  The net annual water flux estimates can be compared between these 
two models by normalizing these values to the shoreline length (3019 m for the large-scale model and 480 
m for the small-scale model).  In addition to the higher-river stage conditions during the small-scale 
model, compared to the large-scale model, the domain of the smaller-scale model was on the northern 
portion of the 300 Area that did not include the thick sequence of Hanford formation gravels in the 
southern and western portion of the larger-scale model domain.   

The simulated values of annual net flux to the river can be compared to the historical assumptions for 
the annual aquifer discharge along the 64-km length of the Hanford Reach and estimates from site-wide 
modeling efforts.  Historical assumptions range from 560 to 1400 m3 per meter of shoreline, based on 
values of 36 million to 90 million m3/year for the entire Hanford Site aquifer (summarized in Peterson et 
al. 2007).  Recent site-wide groundwater modeling studies produced estimates of 480 and 700 m3 per 
meter of shoreline, based on estimates of 31 million and 45 million m3/year for the entire Hanford Site 
(Vermeul et al. 2003 and Thorne et al. 2006, respectively).  Fritz et al. (2007) also estimated the aquifer 
flux to the river around spring 9 in the 300 Area from results of multilevel piezometer measurements.  
Water flux results for the large-scale model simulations (a more typical river stage year than used for the 
small-scale model) using varying hydraulic properties ranged from -22 to 315 m3/year per 1-m of 
shoreline (see Figure 3.27 and Table 5.1 for comparison of the best-fit cases).  These simulations also had 
higher fluxes out the southern model boundary (as shown in Figure 3.27 and Table 5.1) that would 
eventually discharge to the river south of the model domain.  Results from these simulations show the 
importance of the hydraulic properties on the flux estimates, particularly for the Hanford formation and 
the river alluvium zones.  The aquifer fluxes to the river in the 300 Area are expected to be higher than 
the site-wide average given the relatively high-hydraulic conductivities values in the 300 Area compared 
to other sites studied along the Hanford Reach (i.e., 100 Areas).  
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Table 5.1.  Net Aquifer Water Flux Estimates to the Columbia River Along the Hanford Site 

Study Shoreline 
Length Net Aquifer Flux Net Aquifer Flux per 

1-m of Shoreline 

Net Aquifer flux – 300 
Area Shoreline (assumes 

3-km length) 
 (km) (m3 / year) (m3 / year) (m3 / year) 

Historical assumptions 
(Peterson et al. 2007) 

64 3.6 x 107 to 9.0 x 107 560 to 1,400 1.7 x 106 to 4.2 x 106 

Site-wide groundwater 
model (Vermuel et al. 
2003) 

64 3.1 x 107 480 1.4 x 106 

Site-wide groundwater 
model (Thorne et al. 
2006) 

64 4.5 x 107 700 2.1 x 106 

300 Area large-scale 
model simulations 
(best-fit cases - this 
study) 

3.02 -6.7 x 104 to 9.5 x 105 
River 

 
(4.7 x 106 to 5.3 x 106 

South boundary) 

-22 to 315 
 

(Does not include 
southern boundary 

fluxes) 

-6.6 x 104 to 9.4 x 105 

 

(Does not include 
southern boundary 

fluxes) 

5.2 Recommendations 
Recommendations for additional conceptual and numerical model development based on this study 

are listed below.  These recommendations are organized by additional data needs, improvements that 
could be made to both large- and small-scale models, and specific areas for each. 

The hydrostratigraphic interpretation used in this study could be updated based on new borehole data 
in the 300 Area along with refinements of the hydrostratigraphic interpretation based on ongoing surface 
geophysical surveying in the area.  A significant amount of drilling and sediment characterization 
occurred in the 300 Area in 2007 and 2008.  Four wells were installed as part of the volatile organic 
compound investigation (Peterson et al. 2008b) and 35 wells were installed for the 300 Area Integrated 
Field-Scale Subsurface Research Challenge project (see http://ifchanford.pnl.gov).  Installation of these 
wells included extensive collection of core samples for physical property measurements and other 
laboratory analyses.  Updated information from the 300 Area polyphosphate treatability test (Vermeul et 
al. 2007) could also be used as it becomes available.  Direct measurements of the Columbia River 
gradient along the 300 Area is needed because these values were estimated in this modeling effort to 
apply upstream and downstream boundary conditions values from the river stage recorder location.  
Continued monitoring of the current 300 Area water-level monitoring network is needed to provide a 
longer-term record of water levels in the 300 Area under varying river stage conditions over many years.  
Expansion of the existing water-level monitoring network is needed to extend the size of the small-scale 
model domain to include the south process pond and 307 trench.  Measuring the Columbia River gradient 
in the 300 Area and continuing monitoring, along with expansion of the water-level monitoring network, 
are planned for 2008.  There is also need for higher frequency uranium monitoring in the 300 Area wells.  
Currently, most of the monitoring wells are sampled for uranium in semiannually (typically June and 
December) and show distinct differences.  Additional sampling at other times of the year (i.e., monthly or 
bimonthly) would help to track the plume transition between high- and low-river stage conditions.  Lastly, 
additional field tracer tests would be helpful to supplement the limited data currently available for use in 
documenting the range of groundwater velocities and in evaluating the simulations/bulk hydraulic 
properties. 

http://ifchanford.pnl.gov/�
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Refinements in hydraulic property estimates for both the large and small-scale models could be made 
through additional deterministic and stochastic simulations.  Detailed residual analysis from the existing 
deterministic runs could also be used to develop further hydraulic conductivity zonations within the 
Hanford formation.  The development of uranium transport, even with using a simplistic Kd approach, 
could also be useful in providing additional transport data that could help condition the hydraulic 
properties, along with some bulk Kd estimates.  If additional computational resources are available, such 
as high performance computing, then inverse modeling methods could be used for a more formal 
parameter estimating process, a large number of stochastic hydraulic property distributions could be run 
and evaluated for the large-scale model, and the impact of higher-resolution grid refinement could be 
assessed (SciDAC Project is currently pursuing some of these objectives).1

• Stochastic cases that use lower-K values for the river alluvium zone. 

 

Recommendations for further development of the stochastic simulations for the large-scale model are 
as follows: 

• The available physical property and borehole geophysical data for the 300 Area are sparse, such that 
there is significant uncertainty in horizontal correlation lengths for physical and hydraulic properties.  
The databases established for this project should be updated whenever additional core samples and/or 
borehole geophysical data from new wells become available.  The extensive physical property data 
being generated by the drilling and characterization efforts underway in the 300 Area (as discussed 
above) could provide significantly better spatial coverage, particularly with respect to informing short 
lag spacings for variogram analysis based on the close well spacing used at the Integrated Field 
Challenge project site.  These new data, along with existing data across the 300 Area, should be 
analyzed to make recommendations for strategically placing a few new wells to improve the 
geostatistical analysis.  Incorporating the results of these characterization efforts into the geostatistical 
analyses used for the generation of heterogeneous models, such as developed in this study, should 
result in improved models with significant reduction in uncertainty.   

• Ongoing surface geophysical characterization activities in the 300 Area may provide additional 
information that can be used to supplement core and borehole geophysical data for estimating 
horizontal correlation lengths, subsurface structure, and physicochemical property variations.  When 
these data become available, the EarthVision model used for this project should also be updated to 
reinterpret the elevation of the surface of the Hanford and Ringold Formation contact. 

• Additional work should be performed to develop heterogeneous models with more realistic structure. 
The work reported herein used traditional two-point geostatistics (variogram modeling) to estimate 
correlation lengths and to generate stochastic simulations of parameter fields.  Cutting-edge research 
in geostatistics has focused on multiple-point geostatistics, which are better able to quantify 
curvilinear features (such as buried stream channels).  Alternative geostatistical methods, such as 
transition-probability geostatistics, should also be applied to the 300 Area. 

                                                      
1 SciDAC began as a 5-year program by DOE to develop scientific computing software and hardware infrastructure 
needed to use terascale computers to advance DOE research programs in basic energy sciences, biological and 
environmental research, fusion energy sciences, and high-energy and nuclear physics. 
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• Site-specific PTFs should be developed for the 300 Area.  The work reported here used PTFs that 
were developed for finer-textured agricultural soils.  Although it is believed that these PTFs provide 
reasonable parameter estimates for the 300 Area, their accuracy for the coarse gravel- and cobble-
dominated sediments in the 300 Area is unknown. 

Recommendations specifically for the small-scale model include running cases with higher values of 
hydraulic conductivity for the Hanford high-K zone than bounded by this study.  The simulated time 
period for the small-scale model can also be extended with the additional data now available because the 
water-level network is continuing to be monitored.  The domain of the small-scale model could also be 
expanded toward the south based on additional wells being added to the network in 2008. 
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Appendix A 
 

Hanford Site 300 Area Porosity Data – 
Descriptive Statistics 

A.1 Descriptive Statistics 

This appendix contains calculated porosity data for 404 core samples obtained during drilling of 16 
wells in and around the 300 Area.  These data are from three sources:  

1. Data for 244 core samples are from 4 boreholes/wells installed during a recent limited field 
investigation (LFI) described by Williams et al. (2007) 

2. Data for 130 core samples are from 11 boreholes/wells installed as part of the Phase 1 remedial 
investigation/feasibility study (RI/FS), which is described by Swanson (1992) 

3. Data for 30 core samples are from 1 borehole/well installed upgradient of the 300 Area for 
Comprehensive Environmental Resource, Compensation, and Liability Act of 1980 (CERCLA) 
monitoring, as described by Williams et al. (2006).   

The porosity data from Swanson (1992) and Williams et al. (2006) were previously published, but 
any porosity data originally reported by Swanson (1992) with values less than 0.05 were not used.  Given 
the gravel- and cobble-dominated nature of Hanford formation sediments in the 300 Area, it was assumed 
that porosities less that 0.05 were likely caused by large cobbles in the core barrel, and were probably not 
representative of the actual sediment.  Furthermore, samples identified as basalt were not included.  Most 
of the porosity data from LFI core samples were not reported by Williams et al. (2007) due to an 
oversight during the compilation of that document.  However, this document only tabulates porosity data 
from the LFI for cores with complete (100%) sample recovery that were not identified as drilling slough.  
Table A.1 provides the well names, coordinates, number of porosity samples, and the sampled elevation 
intervals. 

Well locations for the sample data are depicted in Figure A.1.  Also shown in Figure A.1 are the 
outlines of the 300 Area (purple outline) and the four primary uranium liquid waste disposal sites (red 
outlines).  Considering the size of the area and the limited number of samples for some of the well 
locations (Table A.1), the available total porosity data for the 300 Area and its immediate surroundings 
are quite sparse. 

Porosity, n, was not directly measured, but was calculated from measured bulk densities, ρb, and 
measured or assumed particle densities, ρs, as follows: 

 s

bn
ρ
ρ
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Table A.1. Well Names, Coordinates, Number of Samples, and Sampled Elevation Interval for Total 
Porosity Data of Hanford Site 300 Area Core Samples.  Blue shading indicates LFI wells. 

 

Well 
Count Well Name 

Easting 
(m) 

Northing 
(m) 

Number of 
Core 

Samples 
Min. Elev. 

(m) 
Max. Elev. 

(m) 
1 399-1-10B 594350.85 116728.79 12 79.00 99.51 
2 399-1-13B 593909.59 116549.20 9 81.93 115.76 
3 399-1-14B 593910.92 116779.11 15 81.32 114.07 
4 399-1-21B 594157.21 116176.80 10 70.39 102.01 
5 399-1-23 594113.51 116453.04 81 81.33 115.31 
6 399-3-18 594464.71 116019.98 105 78.06 116.86 
7 399-3-19 594071.94 116030.22 32 93.98 119.73 
8 399-3-20 594375.42 115849.70 26 94.84 119.23 
9 399-8-5C 593386.06 116573.58 10 64.50 101.08 
10 699-S19-E14 594249.86 117716.19 1 106.73 106.73 
11 699-S20-E10 593124.37 117366.18 30 100.68 117.14 
12 699-S22-E9C 592688.96 116752.62 15 63.08 105.17 
13 699-S27-E9C 592720.92 115324.77 28 63.33 111.94 
14 699-S28-E12 593538.05 115000.75 6 99.73 115.94 
15 699-S29-E16B 594746.91 114738.76 1 79.31 79.31 
16 699-S29-E16C 594742.36 114730.53 23 63.41 111.63 

For the Swanson (1992) and Williams et al. (2006) data sets, both bulk and particle densities were 
measured.  However, for the LFI core samples, only bulk densities were measured.  Therefore, porosities 
for the LFI cores were estimated using their measured bulk densities and average particle densities. 

The current EarthVision model of the 300 Area (Section 2.1 of this report) was used to determine a 
unit designation for each core sample based on five major hydrostratigraphic units (u1, u4, u5, u8, and u9) 
that have been identified within the area depicted in Figure A.1.  The discontinuous, uniform, fine-grained 
sand unit overlying the Ringold Formation unit E (u5) was identified in two of the four LFI boreholes and 
has tentatively been designated Ringold Formation unit u4.  Prior to the LFI, Ringold Formation unit u4 
had not been previously identified in the 300 Area (Williams et al. 2007).  The EarthVision model was 
updated in part to accommodate the addition of this unit.  However, it should be noted that in parts of the 
Hanford 200 Areas, a Hanford unit H4 has been designated.  Although the Ringold u4 unit in the 300 
Area and the Hanford H4 unit in the 200 Areas are not necessarily the same, they do occupy the same 
relative stratigraphic positions, at the top of the Ringold Formation or at the base of the Hanford 
formation. 

The core sample data from Swanson (1992) and Williams et al. (2006) reports, and from the LFI core 
samples, were grouped by hydrostratigraphic unit.  Descriptive statistics were calculated from the particle 
and bulk density data for each unit and for all Ringold Formation units combined.  The particle and bulk 
density statistics are shown in Tables A.2 and A.3, respectively. 

The average particle densities of the Hanford formation (u1) and combined Ringold Formation units 
(u4, u5, u8, and u9) are 2.76 and 2.65 g/cm3, respectively.  Figure A.2 shows the distribution of particle 
densities with elevation.   
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Figure A.1.  Hanford Site 300 Area Wells for Which Total Porosity Data are Available 

Table A.2. Descriptive Statistics for Particle Density (g/cm3) of Individual and Grouped 
Hydrostratigraphic Units in the 300 Area 

Particle Density Statistics for 300 Area Core Samples 

Statistic 
Hanford  

(u1) 
Ringold  

(u4) 
Ringold  

(u5) 
Ringold  
(u8+u9) 

Ringold 
(All units) 

Mean 2.76 2.63 2.66 2.62 2.65 
Standard Error 0.01 0.03 0.01 0.01 0.01 
Median 2.77 2.65 2.67 2.62 2.66 
Mode 2.73 2.65 2.68 2.56 2.65 
Standard Deviation 0.05 0.08 0.07 0.08 0.07 
Variance 0.002 0.01 0.01 0.01 0.01 
Kurtosis 0.76 -0.12 3.41 1.29 2.05 
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Table A.2. (Cont.) 

Statistic 
Hanford  

(u1) 
Ringold  

(u4) 
Ringold  

(u5) 
Ringold  
(u8+u9) 

Ringold 
(All units) 

Skewness -0.51 -0.55 0.26 0.62 0.21 
Range 0.25 0.26 0.52 0.38 0.52 
Minimum 2.62 2.48 2.44 2.46 2.44 
Maximum 2.87 2.74 2.96 2.84 2.96 
Sum 146.24 23.64 228.93 76.11 328.68 
Number of Samples 53 9 86 29 124 
Confidence Interval for 
the Mean at a 95 % 
Confidence Level 

± 0.01 ± 0.06 ± 0.02 ± 0.03 ± 0.01 

 

Table A.3. Descriptive Statistics for Bulk Density (g/cm3) of Individual and Grouped Hydrostratigraphic 
Units in the 300 Area 

Bulk Density Statistics for 300 Area Core Samples 

Statistic 
Hanford  

(u1) 
Ringold  

(u4) 
Ringold  

(u5) 
Ringold  
(u8+u9) 

Ringold 
(all units) 

Mean 2.08 1.56 2.04 1.42 1.86 
Standard error 0.02 0.04 0.02 0.06 0.02 
Median 2.10 1.47 2.08 1.26 1.97 
Mode 2.23 N/A 2.00 1.26 2.00 
Standard deviation 0.24 0.24 0.24 0.34 0.37 
Variance 0.06 0.06 0.06 0.12 0.13 
Kurtosis 0.48 2.91 0.20 0.58 -1.01 
Skewness -0.51 1.97 -0.61 1.28 -0.38 
Range 1.46 1.02 1.31 1.27 1.59 
Minimum 1.20 1.29 1.36 1.08 1.08 
Maximum 2.66 2.31 2.67 2.35 2.67 
Sum 330.07 71.60 337.19 51.07 459.86 
Number of samples 159 46 165 36 247 
Confidence interval for 
the mean at a 95 % 
confidence level 

± 0.04 ± 0.07 ± 0.04 ± 0.12 ± 0.05 

Although Table A.2 indicates differences in the mean values of particle density for the individual 
Ringold Formation units, there is significant variability and relatively few samples for the u4 and u8+u9 
units.  Particle densities are typically measured using the pycnometer method (Flint and Flint 2002), 
which uses the less-than-2-mm-size fraction only.  Relatively little is known about the particle densities of 
the coarser-size fractions. 

Bjornstad (1990) presented the results of petrographic analyses on sand- to gravel-sized particles 
(larger than 62 microns) and clay mineral analyses (using the X-ray diffraction on particles smaller than 
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four microns) for samples from a number of wells in the 200 West Area of the Hanford Site.  Bjornstad 
(1990, p.3.21) states that within the coarse-grained Ringold deposits (Ringold unit E, u5) of those 
sediments, quartz (ρs = 2.65 g/cm3) is the predominant mineral (up to 53% by volume).  The second-most 
abundant mineral was feldspar, which accounted for up to 29% of the volume of the Ringold sediments 
(Bjornstad 1990), with plagioclase (Na-Ca) feldspar (ρs = 2.62- 2.76) being significantly more abundant 
than potassium feldspar (ρs = 2.55 – 2.63 g/cm3).  In contrast, the Hanford formation sediments contained 
large quantities (up to 64% by volume) of mafic (i.e., basalt) clasts (Bjornstad 1990), whose essential 
components are plagioclase and pyroxene (but which also contain accessory minerals such as magnetite 
[ρs = 5.2 g/cm3], hematite, ilmenite, apatite, quartz and olivine).  In general, the mineralogical 
compositions of the sediments from the 200 West Area reported by Bjornstad (1990) are consistent with 
the differences in the average particle densities for the Hanford formation and Ringold Formation in the 
300 Area (reported in Table A.2).  However, there has been no systematic study of particle densities for 
different size fractions of Hanford or Ringold Formation sediments. 

Bulk-density statistics are given in Table A.3.  The average bulk densities for the Hanford formation 
(u1) and the combined Ringold Formation units (u4, u5, u8, and u9) are 2.08 and 1.86, respectively.  
Figure A.2 shows the distribution of bulk-density data with elevation.  From this figure and from Table 
A.3, it is clear there are also significant differences between the bulk densities of the different Ringold 
Formation subunits.  The average bulk densities of u4, u5, and u8+u9 are 1.56, 2.04, and 1.42 g/cm3, 
respectively.  Although not readily apparent from the statistics given in Table A.3, from Figure A.2 it 
appears there may be less variability in the bulk-density data for units u4 and u8+u9 than for units u1 and 
u5, possibly as a result of misclassification of some samples.  Lower variability of units u4 and u8+u9 
may be a result of these units being finer textured, and lacking any significant gravel- or cobbled-sized 
material.  More representative samples can probably be obtained from these units relative to the coarser, 
gravel- and cobble-dominated units u1 and u5.  Some of the apparent variability in the bulk density (and 
porosity) data for u1 and u5 may result from sample disturbance caused from the use of core barrels that 
are small, relative to the mean grain sizes of the gravel- and cobble-dominated portions of these 
hydrostratigraphic units. 

The average particle densities for the Hanford u1 unit (ρs = 2.76 g/cm3) and for the combined Ringold 
units (ρs = 2.65 g/cm3) were used in conjunction with the measured bulk densities for the LFI core 
samples to calculate porosities for those samples, since the particle densities of those samples were not 
measured.  Table A.4 provides descriptive statistics for the pooled, total-porosity data from all 16 wells 
shown in Figure A.1—including the data from the four LFI wells.  Figure A.3 shows a histogram of the 
pooled total porosity data.  The histogram of the total porosity data shown in Figure A.3 appears to be at 
least bimodal with modes at approximately 0.20 and 0.48. 
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Figure A.2.  Distributions of Particle Density (left plot) and Bulk Density (right plot) with Elevation for Hanford Site 300 Area Core Samples 
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Table A.4. Descriptive Statistics for Pooled, Total-Porosity Data (units u1, u4, u5, u8, and u9 combined) 
from Hanford Site 300 Area Core Samples for 16 Wells 

 
Total Porosity Statistics – Combined Units 

Statistic All wells 
Mean 0.280 
Standard error 0.006 
Median 0.256 
Mode 0.212 
Standard deviation 0.121 
Sample variance 0.015 
Kurtosis -0.536 
Skewness 0.598 
Range 0.505 
Minimum 0.072 
Maximum 0.576 
Sum 113.013 
Number of samples                      404 
Confidence interval for the 
mean at a 95% confidence 
level 

± 0.012 
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Figure A.3.  Histogram of Pooled Total Porosity Data for Hanford Site 300 Area Core Samples 

Figure A.4 shows the distribution of total porosity with depth for the different hydrostratigraphic 
units.  The higher total porosity values (greater than 0.4) are primarily from three sources:  1) from 
elevations below 80 m (corresponding with Ringold Formation overbank flood deposits and lower mud 
units, u8 and u9); 2) from clusters between the 90- to 105-m elevation interval (corresponding with the 
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discontinuous and previously unrecognized/undesignated fine-grained Ringold sand unit, which overlies 
the top of Ringold unit E, u5 [Williams et al. 2007] and is tentatively classified as unit u4); and 3) from 
several samples above the 115-m elevation (representing finer-grained sediments at the top of or 
overlying the Hanford formation sediments, u1, near the ground surface).  Note that most samples with 
high total porosity values within the 90- to 105-m elevation interval (Figure A.4) are also from a single 
well, 399-3-18, which was one of the four LFI wells. 

Table A.5 shows the descriptive statistics for the total porosity data grouped by individual units 
(e.g., u1, u4, u5, u8+u9).  Note that unit u8 and u9 are grouped together due to similar properties and the 
reduced number of samples available for these two units.  The average total porosities of units u1 
(undifferentiated Hanford formation) and u5 (Ringold Formation unit E) are similar, with values of 0.249  
and 0.233, respectively.  However, the average permeability of unit u5 appears to be two to three orders 
of magnitude lower than the average permeability of the Hanford formation in the 300 Area (see Figure 
2.1).  This difference in average permeabilities for similar total porosities suggests one or both of the 
following:  1) the effective porosity of unit u5 is significantly lower than that of unit u1, possibly due to 
cementation and partial diagenesis; or 2) the mean grain diameter of u5 is smaller than that of u1.  
Additionally, if u5 were more poorly sorted on average than u1, it would result in lower permeabilities—
but it would also likely result in a significantly reduced average total porosity for u5 relative to u1, which 
is not the case.  Therefore the decreased permeability of u5 relative to u1 probably stems from a smaller 
mean grain diameter and/or lower effective porosity. 
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Figure A.4. Distribution of Total Porosity with Depth for Hanford Site 300 Area Core Samples.  

Symbols represent different hydrogeologic units – u1, u4, u5, and u8+u9. 
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Table A.5. Descriptive Statistics for Total Porosity of 300 Area Core Samples Grouped by Individual 
Units (u1, u4, u5, and u8) for 16 Wells 

Total Porosity Statistics – Individual Units 

Statistic 
Hanford  

(u1) 
Ringold  

(u4) 
Ringold  

(u5) 
Ringold  
(u8+u9) 

Mean 0.249 0.411 0.233 0.461 
Standard error 0.007 0.014 0.007 0.021 
Median 0.243 0.445 0.217 0.516 
Mode N/A N/A 0.212 N/A 
Standard deviation 0.087 0.093 0.089 0.126 
Variance 0.008 0.009 0.008 0.016 
Kurtosis 0.362 2.591 -0.120 1.298 
Skewness 0.574 -1.919 0.587 -1.462 
Range 0.493 0.392 0.391 0.484 
Minimum 0.072 0.126 0.075 0.093 
Maximum 0.564 0.519 0.467 0.576 
Sum 39.333 18.926 38.146 16.608 
Number of samples 158 46 164 36 
Confidence interval for 
the mean at a 95 % 
confidence level 

± 0.014 ± 0.028 ± 0.014 ± 0.042 

The total porosity of the saturated portion of the Hanford formation, which generally lies below the 
106-m elevation, is generally lower than the total porosity of the upper, unsaturated (vadose zone) section 
(Figure A.4).  This difference between the vadose and saturated zone porosities of the Hanford formation 
is presumably due to a higher mass fraction of gravel- and cobble-sized sediments in the lower part of the 
Hanford formation.  Using data from all 16 wells for samples designated as u1 from elevations less than 
or equal to 106 m, the average total porosity is 0.203.  For samples designated as u1 from elevations 
greater than 106 m, the average total porosity is calculated to be 0.261.  The lower portion of the Hanford 
formation is the most transmissive zone of the unconfined aquifer system in the 300 Area, so this 
distinction between the upper and lower parts of the Hanford formation is potentially important. 

The average total porosities of u4 and u5 (Ringold unit E) are significantly different, with values of 
0.411 and 0.233, respectively.  However, the average permeabilities of these two units are within one 
order of magnitude (Williams et al. 2007) of each other.  The average total porosities of u4 and u8+u9 
(combined) are 0.411 and 0.461, respectively.  Calculated porosities for units u4 and u8+u9 span a large 
range, with relatively denser clusters of data points at higher porosity values (Figure A.4).  There is a 
potential that some samples that were designated as u4 or u8+u9 may have been misclassified, which 
would result in a calculated average porosity that is lower than it should be. 

Williams et al. (2007) previously reported total porosity values for 20 LFI core samples (five from 
each borehole/well) for which whole sediment grain-size distribution data were also available.  All but 
two of the samples appeared to be from the Hanford formation (u1).  The average total porosity of those 
20 samples was 0.207, noticeably smaller than the average total porosity value of 0.249 shown for u1 in 
Table A.5.  The statistics in Table A.5 represent samples from 12 additional wells. 
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There is some concern regarding representative measurements of porosity and grain-size distributions 
for 300 Area sediments; this concern specifically relates to the very coarse nature of the Hanford 
formation in this area and the tendency for standard cable-tool drilling methods to pulverize larger grains 
in cobble- and gravel-dominated sediments.  LFI core samples were collected in 5-ft core barrels 
containing 1-ft-long, 5-in.-diameter Lexan liners.  Drilling was performed with a sonic drilling method.  
The combination of these factors—sonic drilling and larger-diameter cores—led to what appeared to be 
more representative, higher-quality cores than are typically obtained from 300 Area sediments using 
standard 4-in.-diameter Lexan liners and cable-tool drilling.1

Total Porosity Statistics – Combined Units 

  Therefore, the total porosity data for the 
LFI core samples may be more representative of the site than the total porosity data from the other cores 
that were obtained using traditional drilling and sampling methods.  In order to determine the presence of 
significant differences between the average total porosity values for the LFI cores versus the other cores, 
the samples were split into two groups:  one consisting only of LFI core data, and the other consisting of 
the data from the 12 other wells.  Descriptive statistics were computed separately for the pooled data from 
all units in each group, and for the individual units in each group. 

Table A.6 shows the descriptive statistics for the pooled total porosity data for each well group (LFI 
wells vs. other wells).  The average total porosities for all units from the LFI wells and for all units from 
the other 12 wells are 0.262 and 0.308, respectively.  This difference in average total porosities of 0.046 
may be due, in part, to the use of the larger-diameter core barrel and sonic drilling for the LFI wells.  
However, the area bounded by the 4 LFI wells is much smaller than the area bounded by the 12 other 
wells, so differences in average total porosity for the LFI wells versus other wells may also correspond to 
regional differences over the sampled domains. 

Table A.6. Descriptive Statistics for Pooled Total Porosity Data (units u1, u4, u5, u8, and u9 combined) 
from Hanford Site 300 Area Core Samples for LFI wells and Non-LFI Wells 

 

Statistic 4 LFI Wells 12 Non-LFI Wells 
Mean 0.262 0.307 
Standard error 0.008 0.009 
Median 0.224 0.290 
Mode N/A 0.212 
Standard deviation 0.120 0.118 
Sample variance 0.014 0.014 
Kurtosis -0.774 -0.255 
Skewness 0.613 0.683 
Range 0.493 0.484 
Minimum 0.072 0.093 
Maximum 0.564 0.576 
Sum 63.817 49.196 
Count 244 160 
Confidence interval for the mean at a  
95 % confidence level 

± 0.015 ± 0.018 

Table A.7 shows the descriptive statistics for the individual units in each well group (LFI wells versus 
non-LFI wells).  The average total porosities of u1 for the LFI and the non-LFI well groups are 0.236 and 
                                                      
1 Personal communication with Bruce Bjornstad (PNNL) and Bruce Williams (Fluor Hanford, Inc.). 
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0.282, respectively.  This is a statistically significant difference (see Appendix D).  For u5, Table A.7 
indicates the average total porosities for the LFI and the non-LFI well groups are 0.202 and 0.265, 
respectively—which is again a significant difference (see Appendix D).  Units u1 and u5 can both contain 
significant mass fractions of gravel- and cobble-sized materials that tend to get pulverized to varying 
degrees by cable-tool drilling.  For u4, the average total porosities for the LFI well group and for the other 
well group are 0.427 and 0.281, respectively.  Although this appears to be a significant difference, it may 
be due, in part, to misclassification of several samples from the non-LFI well group.  Also note that there 
are only five samples identified as u4 in the non-LFI well group.  The average total porosities of the 
combined u8+u9 units for the LFI and non-LFI well groups are 0.428 and 0.469, respectively—but only 
seven samples represent u8+u9 from the LFI well group.  

Table A.7. Descriptive Statistics for Total Porosity of 300 Area Core Samples Grouped by Individual 
Units (u1, u4, u5, and u8+u9) and Wells (LFI wells vs. non-LFI wells) Using Data from all 
16 Wells 

 
Total Porosity Statistics – Individual Units 

 u1 u4(a) u5 u8+u9 
Statistic 

LFI(b) 
Non-
LFI(c) LFI 

Non-
LFI LFI Non-LFI LFI Non-LFI 

Mean 0.236 0.282 0.427 0.281 0.201 0.265 0.428 0.469 
Standard error 0.009 0.010 0.012 0.062 0.009 0.010 0.055 0.023 
Median 0.212 0.301 0.447 0.220 0.192 0.251 0.496 0.523 
Mode N/A N/A N/A N/A N/A 0.212 N/A N/A 
Standard deviation 0.091 0.065 0.074 0.138 0.079 0.087 0.146 0.121 
Sample variance 0.008 0.004 0.005 0.019 0.006 0.008 0.021 0.015 
Kurtosis 1.139 -0.241 9.828 3.356 0.018 -0.334 -0.933 2.449 
Skewness 1.026 -0.809 -3.124 1.836 0.666 0.581 -1.123 -1.656 
Range 0.493 0.249 0.363 0.330 0.330 0.359 0.327 0.484 
Minimum 0.072 0.122 0.126 0.189 0.075 0.108 0.213 0.093 
Maximum 0.564 0.371 0.489 0.519 0.406 0.467 0.540 0.576 
Sum 26.378 12.955 17.521 1.405 16.926 21.220 2.993 13.615 
Count 112 46 41 5 84 80 7 29 
Confidence interval 
for the mean at a 
95% confidence 
level 

± 0.017 ± 0.019 ± 0.023 ± 0.172 ± 0.017 ± 0.019 ± 0.135 ± 0.046 

(a) Differences in the mean total porosity of u4 for the LFI and other well groups are attributed primarily to 
misclassification of some of the samples in the other well group. 

(b) LFI core samples were collected in 5-in.-diameter Lexan liners, and drilling was performed using a sonic 
drilling method. 

(c) Core samples in the non-LFI well group were generally collected in standard 4-in.-diameter Lexan liners and 
most of the wells were drilled using a cable-tool drilling method. 

As noted earlier, the Hanford formation (u1) is the most transmissive part of the unconfined aquifer 
system in the 300 Area.  For saturated zone modeling, it was also of interest to know how the average 
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total porosities of the lower (lower than, or equal to a 106-m elevation) and upper (higher than a 106-m 
elevation) parts of u1 might differ for the two well groups (LFI well vs. non-LFI wells).  Therefore, the u1 
samples were segregated by well group and sample elevation, and descriptive statistics were computed for 
each, which are shown in Table A.8. 

Table A.8 Descriptive Statistics for Total Porosity of Unit u1 for LFI and Non-LFI Wells Above and 
Below the 106-m Elevation Using Data from all 16 Wells 

 
Total Porosity Statistics – Unit u1 

 u1 ≤ 106 m Elevation u1 > 106 m Elevation 
Statistic 

LFI Wells(a) 
Non-LFI 
Wells(b) LFI Wells Non-LFI Wells 

Mean 0.191 0.246 0.248 0.288 
Standard error 0.011 0.030 0.010 0.010 
Median 0.183 0.258 0.219 0.307 
Mode N/A N/A N/A N/A 
Standard deviation 0.054 0.079 0.096 0.061 
Sample variance 0.003 0.006 0.009 0.004 
Kurtosis -0.184 -0.622 0.605 -0.324 
Skewness 0.006 -0.636 0.887 -0.802 
Range 0.221 0.222 0.466 0.213 
Minimum 0.072 0.122 0.098 0.158 
Maximum 0.292 0.344 0.564 0.371 
Sum 4.778 1.724 21.600 11.231 
Count 25 7 87 39 
Confidence interval for the mean 
at a 95 % confidence level 

± 0.022 ± 0.073 ± 0.020 ± 0.020 

(a) LFI core samples were collected in 5-in.-diameter Lexan liners; drilling was performed using a sonic drilling 
method. 

(b) Core samples in the other well group were generally collected in standard 4-in.-diameter Lexan liners and 
most of the wells were drilled using a cable-tool drilling method. 

The average total porosities of the LFI and non-LFI well groups (Table A.8) for u1 core samples 
collected at or below the 106-m elevation using data from all 16 wells are 0.191 and 0.246, respectively.  
The average total porosities of the LFI and non-LFI well groups for core samples collected above the 
106-m elevation using data from all 16 wells are 0.248 and 0.288, respectively.  Both differences appear 
to be statistically significant (Appendix D), although only seven samples were available for the non-LFI, 
less-than-106-m-elevation group. 

In addition to the potential for sampling bias associated with the drilling method and core diameter, 
there is a possibility that sediments located farther from the river may actually have different properties 
than those located closer to the river, owing to differences in depositional environment at different 
locations.  Also, some wells have more data in certain regions of the domain (such as higher than a 106-m 
elevation) and thus might dominate the statistics for those regions.  For example, most of the samples 
from well 699-S20-E10 are from the Hanford formation (u1) and are located above the 106-m elevation; 
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therefore, it is likely that data from this particular well, located ~1.2 km from the river, may dominate the 
statistics for the non-LFI u1 core samples for elevations above 106 m (last column of Table A.8). 

The areas immediately surrounding the former liquid waste disposal facilities are of greatest interest 
for ongoing 300 Area basic research and remedial action investigations.  In an attempt to reduce the 
influence of data on the sample statistics from wells that are located far from the river and from the 
former liquid waste disposal areas, total porosity data exclusively from the eight wells closest to and 
surrounding the former liquid waste disposal sites were used.  Data from these wells were further 
separated into LFI and non-LFI well groups, each consisting of data from four wells.  Descriptive 
statistics were computed using the data from the separate LFI and non-LFI well groups, and from the 
combined data of all eight wells.  The non-LFI well group consists of wells 399-1-10B, 399-1-13B, 399-
1-14B, and 399-1-21B (wells 1-4 in Table A.1), and the LFI well group consists of wells 399-1-23, 399-
3-18, 399-3-19, and 399-3-20 (wells 5-8 in Table A.1).  Table A.9 shows the descriptive statistics for the 
total porosity data of all units combined for the eight wells closest to the former liquid waste disposal 
facilities and for those wells broken out into the non-LFI and LFI well groups. 

Table A.9. Descriptive Statistics for Total Porosity of 300 Area Core Samples for the Eight Wells 
Closest to the Former Liquid Waste Disposal Areas for all Hydrogeologic Units Combined 

 
Total Porosity Statistics – Subset of 8 Wells, All Units Combined 

Statistic 8 Wells 4 LFI Wells 4 Other Wells 
Mean 0.262 0.262 0.262 
Standard error 0.007 0.008 0.012 
Median 0.229 0.224 0.248 
Mode 0.212 N/A 0.212 
Standard deviation 0.115 0.120 0.084 
Sample variance 0.013 0.014 0.007 
Kurtosis -0.653 -0.774 -0.085 
Skewness 0.628 0.613 0.722 
Range 0.493 0.493 0.344 
Minimum 0.072 0.072 0.122 
Maximum 0.564 0.564 0.466 
Sum 75.853 63.817 12.035 
Count 290 244 46 
Confidence interval for the mean 
at a 95% confidence level 

± 0.013 ± 0.015 ± 0.025 

The mean total porosities for all the samples from the LFI and non-LFI well groups in this subset of 
eight wells are 0.262 and 0.262, respectively.  The total number of samples available from the group of 
four non-LFI wells is only 46, whereas the total number of samples available from the LFI well group is 
230.  Thus, there are five times as many samples for the LFI wells as there are for this subset of non-LFI 
wells.  Nevertheless, there is essentially no difference between the mean total porosity values for the data 
in each well group. 
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Table A.10 shows the descriptive statistics for the total porosity data from the four LFI wells and 
from the four other wells in the eight-well near-the-former-liquid-waste-disposal-facilities group for the 
individual hydrostratigraphic units.  The mean total porosities of the LFI and non-LFI well groups for u1 
are 0.236 and 0.231, respectively.  This difference is insufficient to reject the null hypothesis that the 
sample means are the same (Appendix D).  Despite the limited sample size (11) for the non-LFI well 
group, this small difference in mean values is in sharp contrast to the large difference in mean values 
shown previously for u1 (Table A.7) in the LFI and non-LFI well groups (when data from all 12 non-LFI 
wells was considered).  These differences in mean values for the subset of four non-LFI wells versus the 
whole set of 12 non-LFI wells may be interpreted as evidence of non-stationary and/or sample clustering 
effects for this sparse data set.  For u4, the mean total porosities for the LFI and non-LFI well groups in 
this subset of eight wells are 0.427 and 0.233, respectively.  However, there are only three samples in the 
non-LFI well group and, as noted earlier, it is possible that some of these samples may have been 
misclassified.  The mean total porosities for the LFI and non-LFI well groups for u5 are 0.202 and 0.258, 
respectively, which is a statistically significant difference (Appendix D).  The mean total porosities for 
the LFI and non-LFI well groups for u8+u9 are 0.428 and 0.349. 

Table A.10. Descriptive Statistics for Total Porosity of 300 Area Core Samples for the Eight Wells 
Closest to the Former Liquid Waste Disposal Areas Grouped by Individual Units (u1, u4, 
u5, and u8) and Wells (LFI wells vs. non-LFI wells) 

 
Total Porosity Statistics – Subset of 8 Wells, Individual Units 

 u1 u4(a) u5 u8+u9 
Statistic LFI(b) Other(c) LFI Other LFI Other LFI Other 

Mean 0.236 0.231 0.427 0.233 0.201 0.258 0.428 0.349 
Standard error 0.009 0.022 0.012 0.028 0.009 0.016 0.055 0.039 
Median 0.212 0.247 0.447 0.220 0.192 0.239 0.496 0.362 
Mode N/A N/A N/A N/A N/A 0.212 N/A N/A 
Standard deviation 0.091 0.072 0.074 0.048 0.079 0.079 0.146 0.094 
Sample variance 0.008 0.005 0.005 0.002 0.006 0.006 0.021 0.009 
Kurtosis 1.139 -0.757 9.828 N/A 0.018 0.625 -0.933 0.085 
Skewness 1.026 0.185 -3.124 1.059 0.666 0.997 -1.123 -0.739 
Range 0.493 0.236 0.363 0.094 0.330 0.325 0.327 0.259 
Minimum 0.072 0.122 0.126 0.192 0.075 0.141 0.213 0.196 
Maximum 0.564 0.359 0.489 0.286 0.406 0.466 0.540 0.455 
Sum 26.378 2.537 17.521 0.698 16.926 6.706 2.993 2.095 

Count 112 11 41 3 84 26 7 6 

Confidence interval 
for the mean at a 95 
% confidence level 

± 0.017 ± 0.048 ±0.023 ± 0.120 ± 0.017 ± 0.032 ± 0.135 ± 0.099 

(a) Differences in the mean total porosity of u4 for the LFI and other well groups are attributed primarily to the 
misclassification of samples in the other well group. 

(b) LFI core samples were collected in 5-in.-diameter Lexan liners; drilling was performed using a sonic drilling 
method. 

(c) Core samples in the other (non-LFI) well group were generally collected in standard 4-in.-diameter Lexan 
liners and most of the wells were drilled using a cable-tool drilling method. 



 

A.15 

Descriptive statistics of total porosity were computed for the u1 samples from the subset of eight 
wells closest to the former liquid waste disposal facilities for elevations at or below 106 m, and for 
elevations above 106 m; results are shown in Table A.11. The mean total porosity of u1 for elevations less 
than or equal to 106 m for the four LFI wells and for the subset of four non-LFI wells are 0.191 and 
0.232, respectively.  For elevations above 106 m, the mean total porosity of u1 for the LFI and subset of 
non-LFI wells are 0.248 and 0.230, respectively.   

Table A.11. Descriptive Statistics for Total Porosity of Unit u1 for LFI and non-LFI Wells Above and 
Below the 106-m Elevation for a Subset of Eight Wells Closest to the Former Liquid Waste 
Disposal Areas 

Total Porosity Statistics – Unit u1 
 u1 ≤106 m Elevation u1 >106 m Elevation 

Statistic 4 LFI wells(a) 4 non-LFI wells(b) 4 LFI wells 4 non-LFI wells 
Mean 0.191 0.232 0.248 0.230 
Standard error 0.011 0.038 0.010 0.028 
Median 0.183 0.252 0.219 0.194 
Mode N/A N/A N/A N/A 
Standard deviation 0.054 0.076 0.096 0.075 
Sample variance 0.003 0.006 0.009 0.006 
Kurtosis -0.184 2.688 0.605 -0.531 
Skewness 0.006 -1.466 0.887 0.843 
Range 0.221 0.177 0.466 0.201 
Minimum 0.072 0.122 0.098 0.158 
Maximum 0.292 0.299 0.564 0.359 
Sum 4.778 0.926 21.600 1.611 
Count 25 4 87 7 
Confidence interval for the 
mean at a 95 % confidence 
level 

± 0.022 ± 0.121 ± 0.020  ± 0.070 

(a) LFI core samples were collected in 5-in.-diameter Lexan liners; drilling was performed using a sonic drilling 
method. 

(b) Core samples in the other well group were generally collected in standard 4-in.-diameter Lexan liners, and most 
of the wells were drilled using a cable-tool drilling method. 

In summary, statistical analyses of the pooled set of total porosity data from 16 wells in and around 
the 300 Area suggest that the larger-diameter, sonic-drilled cores collected during the LFI have lower 
average total porosities than the smaller-diameter, non-LFI core samples collected (typically by cable-tool 
drilling) for the gravel- and cobble-dominated sediments (u1 and u5).  However, further analyses of data 
from a subset of eight wells located in the immediate vicinity of the former liquid waste disposal facilities 
suggest that the differences in mean total porosity values for the LFI and non-LFI wells may actually be 
due, at least in part, to spatial variability, sample clustering effects, and non-stationarity over the sampled 
domain.  For example, although the difference between the mean total porosities for the LFI wells (0.236) 
and the non-LFI wells (0.282) wells was statistically significant (see Appendix D) for u1 samples when 
data from all 16 wells was considered, this difference was much smaller when data from only a subset of 
four non-LFI wells (0.231) closest to the former liquid waste disposal facilities (and closest to the LFI 
wells) was considered (see Tables A.7 and A.10). 
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We tentatively conclude the total porosity data from the standard 4-in. diameter, cable-tooled cores 
are valid (unbiased), since we do not have convincing evidence to the contrary, based on this limited data 
set.  This conclusion is also tentative because there are five times more LFI than non-LFI well core 
samples for the subset of eight wells closest to the former liquid waste disposal facilities.  However, this 
conclusion does not necessarily apply to the grain-size distribution data, for which we do expect a more 
significant sampling bias in the gravel- and cobble-dominated sediments (i.e., u1 and u5) when smaller 
diameter cores (4 in.) are collected using cable-tool drilling.  The relative contribution of drilling method 
versus core barrel size on potential sample bias is currently unknown. 

The average total porosity of u1 also appears to vary significantly with elevation.  Average total 
porosity values in the lower section (lower than, or equal to 106 m elevation) of the Hanford formation, 
the most transmissive section of the unconfined aquifer system in the 300 Area, were approximately 5% 
lower than in the upper part of the formation (higher than 106 m) for the LFI cores.  For strictly saturated 
zone modeling in the vicinity of the former liquid waste disposal facilities, we recommend using a total 
porosity value near 0.2 for the Hanford formation (u1), and the average total porosity values reported for 
the LFI cores in Table A.5 (or Table A.8) for the other hydrostratigraphic units.  It is important to note 
these mean values represent total porosity, which is not necessarily the same as the effective porosity 
available for solute transport. 
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Appendix B 

Hanford Site 300 Area Gamma Log Data 

B.1  Introduction 

Hard copy records in PNNL’s well log library (Sigma 5 Building, Richland, Washington; contact 
George Last) indicate that borehole geophysical logging in the 300 Area began in 1963 on wells that were 
completed as early as April 1948.  Several types of borehole geophysical logging data have been collected 
in the 300 Area, including gross and spectral gamma, density, neutron-porosity, neutron-moisture, and 
sonic logs.  Gross gamma logs have been collected for the majority of the wells, while the other types of 
logs have only been collected for some of the wells.  Because the domain of interest in the 300 Area 
covers both the vadose zone and the shallow unconfined aquifer, it is important to distinguish between 
neutron-porosity and neutron-moisture logs.  Neutron-porosity tools use a sealed radioactive source 
designed to measure the porosity of liquid-saturated sediments below the water table.  Neutron-porosity 
logs were collected in the 300 Area in 1987 to 1988 for the boreholes and wells described by Schalla et al. 
(1988).  The neutron-porosity tool is not useful, however, for measuring the water content of unsaturated 
(vadose zone) sediments.  This is in contrast to the neutron-moisture probe used by the current site 
geophysical logging contractor (S.M. Stoller Corp., Richland, Washington), which is specifically 
designed for measuring water or moisture content of unsaturated porous media (Williams et al. 2006, 
2007).  Neutron-moisture probes typically cannot be used below the water table because they are not 
designed to be submerged.  Depending on the strength of the source, the neutron-moisture probe may not 
provide reliable water-content data when used in large-diameter (i.e., greater than 8 in.), steel-cased wells 
because of signal attenuation.  No calibration standards are currently available for Stoller’s neutron-
moisture probe in steel cased wells with inside diameters exceeding 8 in.1

Natural gamma rays in the subsurface originate primarily from three sources:  potassium-40, 
uranium-238 daughter products, and thorium-233 daughters (Hallenburg 1984).  Spectral gamma logging 

 

Although many of the basic principles are the same, the configuration of the geophysical logging 
tools and the electronics used in the early 1960s are different than those used more recently (Hallenberg 
1984).  Therefore, the borehole geophysical data for the 300 Area wells were separated into distinct 
groups representing different time periods, during which the same logging tools and casings (e.g., 8-in. 
diameter carbon steel) would likely have been used.  Separating the wells and associated borehole 
geophysical logging data into distinct groups was necessary to standardize the data, and to develop cross-
correlation equations needed for expressing the data from all the wells on a common basis.  These 
groupings were selected based on the time periods during which well logging was conducted, the well 
drilling and completion records that specify the types of casings used in the processes, and the magnitude 
of the natural- or gross-gamma log count data that were recorded.  The data described in this appendix are 
limited to natural- or gross-gamma log data (gross gamma logs measure the total gamma radiation 
emissions in a borehole), principally because this type of data was collected during all drilling and well 
logging campaigns conducted in the 300 Area, and thus comprises a data set with the most complete 
spatial coverage for the area. 

                                                      
1 Personal communication with Alan Pearson, Stoller, Inc., Richland, Washington. 
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distinguishes between these three sources of gamma emissions.  Unfortunately, spectral gamma logs are 
only available for a small subset of the wells in the 300 Area.  During a recent limited field investigation 
(LFI) in the 300 Area, longer-than-typical counting times (200 s) were used with a spectral gamma 
logging system (SGLS) in four boreholes in an attempt to detect process uranium.  However, the SGLS 
was not sensitive enough to reliably detect process uranium through the large-diameter, temporary steel 
casing in the boreholes (Williams et al. 2007). 

Natural- or gross-gamma log data have been shown to be correlated with shale or clay content and 
grain size (Serra and Sulpice 1975, Rider 1990).  In petroleum and engineering applications, gross gamma 
logs are used as a cased-hole substitute for the spontaneous potential (SP) curve, which is used primarily 
for delineating sand and shale sequences in uncased boreholes (Hallenburg 1984).  At the Hanford Site, 
hydraulic and sorption parameters have been shown to be strongly correlated with sediment grain-size 
distribution data (Rockhold et al. 1988, Gee et al. 1989, Ward et al. 2005).  Therefore, gross gamma log 
data can potentially be used in conjunction with so-called petrophysical relationships and pedotransfer 
functions (Guber et al. 2006) to estimate hydraulic and sorption parameters.  We assume changes in gross 
gamma log signals in 300 Area sediments are due primarily to differences in mass fractions of silt- and 
clay-size particles and their associated differences in potassium-40 content.  Where higher concentrations 
of process uranium are present, they may also be preferentially associated with finer-grained sediments 
due to the increased surface area available for adsorption.  Therefore, regardless of the source(s) of 
gamma emissions, higher gross gamma log readings will likely be found in the finer-textured 300 Area 
sediments. 

The following section describes the criteria used for data grouping, casing corrections, within-group 
standardization, and cross-correlation procedures applied to the gross gamma log data from the 300 Area.  
Section B.3 presents descriptive statistics for these data.  Correlations between gross gamma log data and 
grain-size distribution data (see Appendix C) from LFI core samples are given in the Section 3 of this 
report. 

B.2 Gamma Log Well Groups, Standardization, and Cross Correlation 

Table B.1 lists the 45 wells from which gross gamma log data were compiled and analyzed for this 
report.  In addition to well names and coordinates, Table B.1 provides information on casing corrections 
applied to the gamma log data for each well, comments regarding cross calibrations for different well 
groups, and whether aquifer tests were performed (and if so, the formation(s) in which they were 
performed).  Figure B.1 shows the locations of these wells.  Also shown in Figure B.1 are outlines of the 
300 Area (purple outline) and the four primary uranium liquid waste disposal sites (red outlines). 

Although the well coverage for the gamma log data is more extensive than for the total porosity data 
(see Appendix A), the data are still quite sparse.  In particular, until recently (2007) there were no wells 
within the footprints of either the former north or south process ponds.  Nevertheless, the gross gamma 
log data currently represent the geophysical log data set with the highest density coverage for the 300 
Area, in terms of vertical measurement frequency, vertical extent, and area encompassed.  As noted 
previously, gamma log data were separated into distinct groups representing different periods during 
which the same logging tools and casing strings (e.g., 8-in. diameter carbon steel) would likely have been 
used.  These well groups are described below. 
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Table B.1. Summary of Wells with Gross Gamma Log Data that were Used in the Development of PNNL’s 300-FF-5 Groundwater Flow and 
Transport Model (heterogeneous model case) 

 

Well 
No. Well ID 

Easting(e) 

(m) 
Northing(e) 

(m) 

Surface 
Elev.(f) 

(m) Reference Group 
Casing 

Correction(a) 
Well(s)/Group(s) with Which 

Cross Correlated 
Pump or Slug 

Test/Unit 
1 399-3-18 594464.71 116019.98 117.68 Williams (2007) 1   By Stoller(b) N/A (reference group) Slug/Ringold 
2 399-3-19 594071.94 116030.22 120.65 Williams (2007) 1 By Stoller N/A (reference group) Slug/Hanford 
3 399-3-20 594375.42 115849.70 120.45 Williams (2007) 1 By Stoller N/A (reference group) Slug/H&R 
4 399-1-23 594113.52 116453.04 115.47 Williams (2007) 1 By Stoller N/A (reference group) Slug/Ringold 
5 699-S20-E10 593124.37 117366.18 119.73 Williams (2006) 1 By Stoller N/A (reference group)  
6 399-1-1 594359.96 116588.84 115.06 PNNL(c) 2(d) N/A Group 1  
7 399-1-2 594082.36 116329.53 118.19 PNNL 2 N/A Group 1 Pump/Hanford 
8 399-1-3 594254.20 116334.91 117.71 PNNL 2 N/A Group 1  
9 399-1-4 594020.60 116699.55 116.70 PNNL 2 N/A Group 1 Pump/Hanford 

10 399-3-1 594481.30 116008.03 117.46 PNNL 2 N/A 399-3-18 (Group 1)  
11 399-4-1 594274.10 115537.35 120.83 PNNL 2 N/A Group 1  
12 399-4-7 594603.24 115492.60 115.64 PNNL 2 N/A Group 1  
13 399-5-1 593750.74 115525.32 120.97 PNNL 2 N/A Group 1  
14 399-5-2 592814.46 115454.69 119.71 PNNL 2 N/A Group 1  
15 399-6-1 593527.18 115807.14 118.74 PNNL 2 N/A Group 1  
16 399-8-1 593632.23 116331.96 121.00 PNNL 2 N/A Group 1 Pump/Hanford 
17 399-8-2 593202.39 116300.42 121.55 PNNL 2 N/A Group 1  
18 399-8-3 593626.12 116683.65 120.57 PNNL 2 N/A Group 1  
19 699-S27-E14 594114.14 115212.74 122.58 PNNL 2 N/A Group 1  
20 699-S30-E14 594368.04 114270.31 122.88 PNNL 2 N/A Group 1  
21 399-1-9 594253.99 116330.37 117.80 Schalla (1988) 3 12CS, 10CS 399-1-3 (Group 2) & Group 1  
22 399-1-10A 594346.53 116733.99 114.37 Schalla (1988) 3 10CS Group 2 & Group 1 Pump/Hanford 
23 399-1-10B 594350.85 116728.79 114.53 Swanson (1992) 3 10CS, 8CS Group 2 & Group 1  
24 399-1-11 594109.81 116660.16 115.66 Schalla (1988) 3 10CS Group 2 & Group 1  
25 399-1-12 594040.22 116548.51 117.45 Schalla (1988) 3 10CS Group 2 & Group 1  
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Table B.1. (contd) 
 

Well 
No. Well ID 

Easting 
(m) 

Northing 
(m) 

Surface 
Elev. 
(m) Reference Group 

Casing 
Correction(a) Cross Correlation Comments 

Pump or Slug 
Test/Unit 

26 399-1-13A 593910.41 116557.26 118.60 Schalla (1988) 3 10CS Group 2 & Group 1 Pump/Hanford 
27 399-1-13B 593909.59 116549.20 118.59 Swanson (1992) 3 10CS, 8CS Group 2 & Group 1  
28 399-1-14A 593901.13 116778.22 116.95 Schalla (1988) 3 10CS Group 2 & Group 1 Pump/Hanford 
29 399-1-15 593988.33 116964.24 116.16 Schalla (1988) 3 10CS Group 2 & Group 1  
30 399-1-16A 594318.11 116414.16 116.89 Schalla (1988) 3 10CS Group 2 & Group 1 Pump/Hanford 
31 399-1-16B 594324.69 116411.62 116.83 Swanson (1992) 3 12CS, 10CS Group 2 & Group 1  
32 399-1-17A 594112.87 116413.79 115.34 Schalla (1988) 3 10CS Group 2 & Group 1  
33 399-1-17B 594104.82 116417.72 115.45 Swanson (1992) 3 12CS, 10CS Group 2 & Group 1  
34 399-1-18A 593870.64 117301.57 119.19 Schalla (1988) 3 10CS Group 2 & Group 1  
35 399-1-18B 593866.06 117297.23 119.03 Swanson (1992) 3 10CS Group 2 & Group 1  
36 399-1-21B 594157.21 116176.80 116.96 Swanson (1992) 3 10CS, 8CS Group 2 & Group 1  
37 399-3-9 594504.51 115917.93 118.54 RLS(g) 3 12CS, 8CS Group 2 & Group 1  
38 399-3-10 594530.12 115832.27 117.65 RLS 3 12CS, 8CS Group 2 & Group 1  
39 399-3-12 594213.75 115946.79 118.52 RLS 3 6CS Group 2 & Group 1  
40 399-4-9 594537.85 115741.45 116.73 RLS 3 12CS, 8CS Group 2 & Group 1  
41 399-4-10 594566.44 115655.80 115.64 RLS 3 12CS, 8CS Group 2 & Group 1  
42 399-4-11 594087.93 115709.19 123.78 Schalla (1988) 3 10CS Group 2 & Group 1  
43 399-8-5C 593386.06 116573.58 122.19 Swanson (1992) 3 16CS, 12CS Group 2 & Group 1  
44 699-S29-E16B 594746.91 114738.76 115.97 Swanson (1992) 3 10CS Group 2 & Group 1  
45 699-S29-E16C 594742.36 114730.53 115.92 Swanson (1992) 3 16CS, 12CS Group 2 & Group 1  

(a) Casing correction refers to the adjustment of the raw gross gamma log count data to account for signal attenuation caused by the type and thickness of the temporary casing 
string(s) used during drilling prior to the completion of a well.  10CS refers to 10-in diameter carbons steel casing.  See Table B.2 and related discussion. 

(b) Casing corrections were applied by S.M. Stoller Corp., Richland, Washington. 
(c) All wells logs referenced as PNNL were obtained from PNNL’s well log library (Sigma 5 Building, Richland, Washington; contact George Last), and were scanned 

and digitized from hard copy using ArcView. 
(d) Wells in Group 2 used 8-in. diameter perforated carbon steel casings.  The number of perforations or cuts/ft varied by well. 
(e)   Easting and Northing are Washington State Plane coordinates, NAD83. 
(f)   Elevation datum is NAVD88. 
(g)   http://boreholelogs.pnl.gov/ 

 

http://boreholelogs.pnl.gov/�
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Figure B.1. Hanford Site 300 Area Wells (green diamonds) from Which Gross Gamma Log Data Were 
Compiled and Analyzed.  Also shown are the outline of the 300 Area (purple lines), the 
former liquid waste disposal facilities (red outlines), and the Columbia River shoreline (blue 
line). 
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B.2.1 Group 1 Wells 

All geophysical logs from the Group 1 wells were obtained in electronic form from S.M. Stoller Corp.  
Four of the five wells listed in Table B.1 for Group 1 were installed as part of a limited field investigation 
(LFI) for the 300 Area (Williams et al. 2007).  These wells were installed by sonic drilling.  Continuous, 
1-ft long, 5-in. diameter, split-spoon cores were collected in Lexan liners from each borehole.  Selected 
cores were analyzed for various physical and chemical properties, including bulk density, porosity (see 
Appendix A), whole-sediment grain-size distribution (see Appendix C), and uranium concentrations.  
Geophysical logging was performed in the temporary well casing using neutron-moisture, gross-gamma, 
and spectral-gamma logging tools.  Casing corrections were performed on the gross- and spectral-gamma 
logging data for all Group 1 wells by S.M. Stoller Corp.  As noted earlier, longer-than-typical counting 
times (200 s) were used during logging of these four boreholes with the spectral gamma logging system 
(SGLS, S.M. Stoller Corp.) in an attempt to measure process uranium.  The sensitivity of the SGLS 
through the large-diameter steel casing was insufficient to reliably identify or quantify process uranium 
(Williams et al. 2007).  However, the combination of the gross gamma logging and the whole-sediment, 
grain-size analyses for selected samples produced data that allowed for development of correlations 
between the gamma log data and various grain-size distribution metrics (Appendix C). 

The fifth well listed in Table B.1 for Group 1, 699-S20-E10, was installed in a previously undisturbed 
area to the northwest of the 300 Area, to provide upgradient hydraulic head and groundwater 
concentration data in support of CERCLA monitoring, and groundwater flow and transport modeling for 
the 300-FF-5 Operable Unit (Williams et al. 2006).  Well 699-S20-E10 was installed using the standard 
cable tool drilling method.  Continuous 1-ft long, 4-in. diameter, split-spoon cores in Lexan liners were 
collected from the borehole.  Selected samples were analyzed for total porosity (Appendix A), whole-
sediment grain-size distribution, and various chemical constituents, including chloride.  

The chloride mass balance method was used to estimate the long-term average natural groundwater 
recharge rate (also known as net infiltration) to be about 2 mm/yr for the vegetated, undisturbed area in 
the vicinity of well 699-S20-E10 (Williams et al. 2006).  In contrast, an 8-year record (1985-1993) of 
drainage data for a bare (unvegetated), 7.6-m deep, sand-filled lysimeter in the 300-N Area (~1.8 km 
west-northwest of the 300 Area) yielded an average annual recharge rate of ~55 mm/yr (Rockhold et al. 
1995).  The average annual precipitation rate at the Hanford Site has increased since the period when the 
lysimeter data were collected, so a value of ~60 mm/yr is considered to be more representative of the 
average annual recharge rate through unvegetated sand for recent climatic conditions2

                                                      
2 Personal communication with Glendon Gee, PNNL. 

.  These two 
estimates (2 and 60 mm/yr) provide approximate lower and upper bounds on the expected range of long-
term average annual natural groundwater recharge rates for the 300 Area.  It is important to note, 
however, that these bounds do not account for locally elevated, episodic recharge rates that may result 
from runoff/run-on events in parts of the 300 Area adjacent to low permeability or impermeable features, 
such as buildings or parking lots. 

Figure B.2 shows the gross (total) gamma log data for the five wells in Group 1.  Wells 399-3-18, 
399-1-23, 399-3-19, and 399-3-20 are the LFI wells, located around the vicinity of the former north and 
south process ponds, shown in Figure B.1.  Well 699-S20-E10 is located in the far northeast corner of the 
map shown in Figure B.1. 
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Figure B.2. Gross Gamma Logs for 300 Area Group 1 Wells.  The LFI wells are 399-3-18, 399-1-23, 
399-3-19, and 399-3-20. 

In Figure B.2, the higher gross gamma log readings in the lower parts of the profiles, below the 
104-m elevation, are indicative of Ringold Formation sediments, which typically have larger-mass 
fractions of silt and clay-sized material, and hence have higher gamma log readings.  The elevation at 
which this increase in gross gamma log readings occurs varies between wells because of different depths 
of scouring of the surface of the Ringold Formation sediments by the cataclysmic floods that were 
responsible for deposition of the Hanford formation sediments.  In Figure B.2, it may be of interest to 
note the relatively small variability and consistency of the gamma log readings within the lower to middle 
portion of the Hanford formation, for elevations above approximately 106 m, even though the wells 
represented in this figure are up to 2 km apart. 

Figure B.3 shows split-core photographs of samples from well 399-3-18 and the gross and spectral 
gamma logs in this well for the same depth interval.  Spectral gamma logging was used by Stoller, Corp. 
to estimate the activities of the three primary gamma emitters:  K-40, U-238, and Th-232 (collectively 
known as K-U-T logs). 
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Figure B.3. Split-Core Photographs of Sediments Collected from a Single, 5-ft long Core Barrel During 
Drilling of Well 399-3-18 and K-40, U-238, Th-232 Activities (pCi/g) Determined by 
Spectral Gamma and Total Gamma (cps) Logging Over the Same Depth Interval. 

As shown by Figure B.3, the estimated activities of K-40 are roughly one order of magnitude greater 
than U-238, and the estimated activities of Th-232 are roughly one-half those of U-238 over this depth 
interval. Comparing the total or gross gamma log readings with textural differences evident from the split-
core photographs in Figure B.3 clearly illustrates the strong relationship between sediment texture and 
total gamma log readings, with the higher gamma log readings corresponding to the finer-textured 
Ringold Formation sediments located below a depth of 46.3-ft.  Grain-size, gamma-log correlation 
functions are given in Section 3.0 of this report. 
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Although the split-core photographs in Figure B.3 indicate a sharp break between the gravel- and 
cobble-dominated Hanford formation sediments, and the underlying Ringold Formation sediments, the 
total gamma log response varies smoothly.  This is a direct result of the volume of interrogation of the 
gamma probe.  Rider (1996) indicates the volume of a typical gamma log measurement is ~20 cm (~8 in.) 
vertically above and below the detector (along the borehole), for a total of ~40 cm and penetration of 
about 10 cm (~4 in.) into the formation.  However, this volume of interrogation varies with formation 
density. 

B.2.2 Group 2 Wells 

The gross gamma log data for the 15 wells listed in Table B.1 for Group 2 represent 1963-vintage 
data collected using a gamma scintillation probe.  These data were available only in hard copy, in 
PNNL’s well log library—so they were digitized and transferred to a Microsoft® Excel® spreadsheet to 
facilitate further analysis.  For well Group 2, all gross gamma logging was performed in single, 8-in.-
diameter perforated carbon steel (CS) casing.  Reviews of the well summary and completion reports for 
these wells indicated that the number of perforations or cuts per unit length of casing varied between 
wells, which required the data to be standardized.  The following standardization procedure was used. 

For each well in Group 2, the average gross gamma log reading within the 106- to 114-m elevation 
interval was computed from 

 ∑
=

=
m

j

r
ij

r
i g

m
g

1

1
 (B.1) 

where m is the number of digitized data values within the specified elevation interval; i and j are indices 
for the well and elevation of the data point, respectively; and r denotes the raw, digitized gross gamma log 
count data.  The 106- to 114-m elevation interval was selected to avoid the region of the Hanford-Ringold 
Formation contact where large inflections in gamma log readings can occur (Figure B.2).  This elevation 
interval was also selected so that data from a common elevation interval were used for all wells.  Data 
from near the ground surface were omitted, since the surface elevations for wells in this group are quite 
variable, ranging from 115.06 to 122.88 m (Table B.1).  A grand average gross gamma log count value in 
the 106- to 114-m elevation interval for the Group 2 wells was computed from 

 ∑
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where n is the number of wells in Group 2.  Standardized gamma log values were then computed from the 
equation given in Equation (B.3). 
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Plots of the raw digitized and the standardized gross gamma log count data for the Group 2 wells are 
shown in Figure B.4. 



 

 

B
.10 

              

Gamma Logs - Group 2, raw digitized

86

90

94

98

102

106

110

114

118

122

0 500 1000 1500 2000 2500 3000
Gamma (cps)

El
ev

at
io

n 
(m

)

399-1-1
399-1-2
399-1-3
399-1-4
399-3-1
399-4-1
399-4-7
399-5-1
399-5-2
399-6-1
399-8-1
399-8-2
399-8-3
699-S27-E14
699-S30-E14

 

 Gamma Logs - Group 2, standardized

86

90

94

98

102

106

110

114

118

122

0 500 1000 1500 2000 2500 3000
Gamma (cps)

El
ev

at
io

n 
(m

)

399-1-1
399-1-2
399-1-3
399-1-4
399-3-1
399-4-1
399-4-7
399-5-1
399-5-2
399-6-1
399-8-1
399-8-2
399-8-3
699-S27-E14
699-S30-E14

 

Figure B.4.  Raw (Left Panel) and Standardized (Right Panel) Gross Gamma Log Data for 300 Area Group 2 Wells 
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The magnitude of the gross gamma log readings for the Group 2 wells (Figure B.4) is much larger 
than for the Group 1 wells (Figure B.2).  Multiple casing strings were not used in any of the Group 2 
wells.  Therefore, the standardized gamma logs for all wells in this group were converted directly to 
Group-1-equivalent gamma log counts, without casing corrections. 

The Group-1-equivalent gamma log counts for the Group 2 well data were determined using a cross-
correlation equation developed by linear regression of data from elevations below 99 m and above 107 m 
for wells 399-3-1 (Group 2) and 399-3-18 (Group 1), linearly interpolated to common elevations (Figure 
B.5).  Wells 399-3-1 and 399-3-18 are 20.2-m apart, located just southeast of the former south process 
pond (see Figure B.1 for locations). Data from the region between the 99- and 107-m elevations were not 
used in this cross-correlation because the elevation of the Hanford/Ringold Formation contact appeared to 
slightly differ for these two well locations.  The cross-correlation was performed to generate a regression 
equation that translated the standardized gross gamma log data from all wells in Group 2 into similar 
magnitude and range data gathered from the wells in Group 1.  Figure B.6 shows the gross gamma log 
data for well 399-3-18 and the cross-correlated gross gamma log data for well 399-3-1. 
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Figure B.5.  Cross-Correlation Equation for Group 2 and Group 1 Wells 
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Figure B.6. Gross Gamma Log for Well 399-3-18 (Group 1) and Cross-Correlated, Group 1-Equivalent 
Gross Gamma Log for Well 399-3-1 (Group 2).  These two wells are located 20.2-m apart. 

B.2.3 Group 3 Wells 

Wells in Group 3 were drilled and logged from the early 1980s through the early to mid 1990s.  The 
wells in this group were installed at different depths using casings with variable diameters and thicknesses 
to access different parts of the unconfined and confined aquifer.  The well names in Group 3 that end in 
the letter “A”, or that have no letter at the end of the name, usually represent wells that were completed 
(screened) near the top of the unconfined aquifer, generally in the lower (coarsest) portion of the Hanford 
formation.  Well names that end in the letter “B” usually represent wells that were completed in the lower 
portion of the unconfined aquifer, generally in Ringold unit E.  Well names that end in the letter “C” 
usually represent wells that were completed in the confined aquifer, generally in the lower Ringold mud 
unit or below. 

Generally, wells whose names contain the letters B and C used multiple casing strings, so that 
multiple casing corrections were required for the gamma log data.  With the exception of wells whose 
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source is indicated as “RLS” in Table B.1, gross gamma log data for most of the wells in Group 3 were 
not available electronically.  Therefore, most of the gamma log data for Group 3 wells were digitized 
from hard copy records obtained from PNNL’s well log library (Sigma 5 building, Richland, Washington; 
contact George Last) using ArcView (ESRI, Redlands, California).  The digitized data were then 
transferred to Microsoft® Excel® spreadsheets for further analysis. 

In general, the gross-gamma log data available for wells in Group 3 represent raw data without any 
casing corrections.  The well summary and completion reports for all wells in Group 3 were reviewed to 
determine the diameter of the casing strings used in each logged interval.  For example, in Table B.1, the 
code “10CS, 8CS” indicates that both 10-in.- and 8-in. diameter carbon steel (CS) casing was used.  After 
the casing types were determined, casing corrections were applied to the data. 

The gross gamma log data from the Group 3 wells were corrected by multiplying them by a casing 
correction factor, Fc, using the formula given by Hallenberg (1984) 

 )exp( tFC ××= ρµ  (B.4) 

where µ is “linear absorption coefficient for average γ energy” (assume 0.065), ρ is the density of the pipe 
material (assume 7.8 g/cm3 for steel), and t is the casing thickness (cm).3

                                                      
3 Personal communication with Rick McCain, S.M. Stoller Corp., Richland, Washington.  

 

Table B.2 lists the typical well casings that are used at the Hanford Site and their nominal diameters 
and thicknesses.  For larger-diameter casings (e.g., 16-in. schedule 40 carbon steel = 16 CS), thickness 
was estimated by extrapolation of a linear-regression equation [thickness(cm) = 0.0512 × diameter(in.) + 
0.4135; r2 = 0.998] generated from the values given in Table B.2.  After casing corrections were 
performed on the raw gamma log data, the casing-corrected data were standardized using the same 
procedure described previously, but using only the gamma log data from the Group 3 wells.  The casing-
corrected and standardized gross gamma log data for the Group 3 wells are shown in Figure B.7. 

Although the casing-corrected and standardized gross gamma log data for the Group 3 wells 
(Figure B.7) are more similar in magnitude to the data from Group 1 (Figure B.2) than are the data from 
Group 2 (Figure B.3), cross-correlation was also performed for the Group 3 wells to insure the data from 
all three well groups were comparable. 

The standardized Group 3 gamma log data were first converted to standardized Group-2-equivalent 
gamma log counts using a regression equation (Figure B.8) developed for data from wells 399-1-3 
(Group 2) and 399-1-9 (Group 3), which were linearly interpolated to common elevations within the 96- 
to 106-elevation interval.  Wells 399-1-9 and 399-1-3 are located only 5.3 m apart, roughly halfway 
between the north and south process ponds (see Figure B.1).  Figure B.9 shows the standardized gamma 
log data for well 399-1-3 and the cross-correlated data for well 399-1-9.  The Group-2-equivalent gamma 
log count data for the Group 3 wells were then converted to Group-1-equivalent count data using the 
regression equation for the data from wells 399-3-1 (Group 2) and 399-3-18 (Group 1), as previously 
described. 
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Table B.2.  Specifications for Typical Well Casings Used at the Hanford Sitea  

Type 
Nom. Diam. 

(in.) 
OD 
(in.) 

ID 
(in.) 

Wall Thick. 
(in.) Comments 

Typical cable tool drill casing 
Schedule 40 
carbon steel 
(CS) pipe 

4 4.500 4.026 0.237 Much of the casing used at the 
Hanford Site was ASTM schedule 
40 pipe; however, other gauges 
may also exist 

6 6.625 6.065 0.280 
8 8.625 7.981 0.322 

10 10.75 10.02 0.365 
12 12.75 11.938 0.406 

DPT Push 
Casing 

6 7 1/16 6 1/16 0.500  
6 6 5/8 5 5/8 0.500 
6 6 5/8 5 ½ 0.5625 
6 7 6 1/16 0.469 

Groundwater monitoring wells – inner tubing 
Schedule 5S 
stainless-steel 
(SS) tubing 

3 ½ 4.000 3.834 0.083  
4 4.500 4.334 0.083  
6 6.625 6.407 0.109  
8 8.625 8.407 0.109  

Groundwater monitoring wells – stainless-steel screen(b) 
Telescoping 
screen 

6 5.5 4.875 0.22 12 lb/ft 
8 7.5 6.75 0.22 16 lb/ft 

Pipe size 
screens 

6 N/A 6 0.22 14 lb/ft 
8 N/A 8 0.22 19 lb/ft 

Becker dual-wall casing 
outer 9 9.000 8.000 0.500 0.875 at joint 
inner 6 6.240 6.000 0.120 0.240 at joint 
total N/A N/A N/A 0.620 1.115 at joint 

(a)   Courtesy of Rick McCain, S.M. Stoller Corp. 
(b) Equivalent thickness for stainless-steel screen is calculated from weight per unit length. 
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Gamma Logs - Group 3, casing-corrected
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Gamma Logs - Group 3, standardized
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Figure B.7. Casing-Corrected (Left Panel) and Standardized (Right Panel) Gross Gamma Log Data for 300 Area Group 3 Wells 
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Figure B.8.  Cross-Correlation of Group 3 and Group 2 Wells 

Most gamma log data for wells in Groups 2 and 3 were digitized from hard copy.  This resulted in an 
excessive number of data points for most of these wells (up to several thousand), irregular spacing of 
points along the y-axis, and in some cases, multiple gamma log readings with the same elevations for a 
given well.  Data from some of these wells also exhibited more high-frequency variability than other 
wells, which was attributed to instrument noise.  To mitigate the problems caused by multiple data points 
with the same elevations in any given well, and to eliminate some of the high-frequency noise, digitized 
data sets from Groups 2 and 3 with these characteristics were smoothed using two passes of a 3-, 5-, or 7-
point moving average filter.  The filter size was determined on a well-by-well basis, depending on the 
maximum number of digitized data points that had common elevations for a well. 
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Figure B.9. Gross Gamma Log for Well 399-1-3 (Group 2 Standardized) and Gross Gamma Log for 
Well 399-1-9 (Group 3 standardized and cross-calibrated to Group 2).  These two wells are 
located 5.3 m apart. 

Figure B.10 shows the Group-3-standardized and digitized gross gamma log data for well 399-1-9, 
and a curve connecting the smoothed data values that were obtained using two passes of a 5-point moving 
average filter.  Note that the larger-scale structural features are preserved, while the smaller-scale 
fluctuations (e.g., between the 109- to 104-m and 103-to 101-m elevation intervals), which are 
presumably noise, are reduced by the smoothing process. 
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Figure B.10. Group-3-Standardized Gross Gamma Log Data for Well 399-1-9 and Smoothed Data 

The smoothed gamma log data for well Groups 2 and 3 were interpolated to a common set of 
elevations from 124.0 to 69.8980 m, with uniform 0.1524-m (6-in.) spacing.  Some wells did not have 
gamma log data over this entire elevation interval, so values were only interpolated between elevations 
for which data were available.  The gamma log data for the LFI (Group 1) wells, which were not 
smoothed or interpolated, were logged with 0.1524-m measurement spacing (Figure B.2).  The gamma 
log data for well 699-S20-E10 (also Group 1), which were also not smoothed or interpolated, were logged 
with 0.3048-m measurement spacing.  

The gross gamma logs show distinct characteristics that can be related to sediment type, and possibly 
to depositional environment in the 300 Area.  The lowest gamma log counts typically occur between 
elevations of 103 to 109 m.  This elevation interval generally corresponds with the coarsest sediments in 
the profile in the lower portion of the Hanford formation.  This region frequently (but not always) 
includes sections of open framework gravel and cobble that are indicative of a very high-energy 
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depositional environment.  These very coarse sediments are the most permeable in the profile, presumably 
with the lowest specific surface area and hence the lowest adsorption capacity.  In general, the coarse-
grained sequence in the lower portion of the Hanford formation overlies sediments that typically have 
significantly higher gross gamma log counts, indicative of the finer-grained, semi-consolidated Ringold 
Formation.  The open framework gravel and cobble section is typically overlain by sediments with 
progressively higher gross gamma log counts, representing fining-upward sequences, or alternating 
fining- and coarsening-upward sequences of sandy gravel and finer textured sediments of the Hanford 
formation.  The shapes of the gamma logs for some wells for this part of the sediment profile could be 
interpreted as multiple flood and scouring events that periodically truncate the older, underlying 
sediments.  Holocene-age aeolian sand and silt, which also have higher gamma log counts, occupy the top 
0 to 4 m of the sediment profile at some locations (see Figure 9 of Williams et al. 2006). 

Some caveats about these interpretations of gamma logs should also be made.  Like all types of 
geophysical logs, gamma log data are susceptible to misinterpretations resulting from, for example, the 
caving of boreholes during drilling and core sampling activities, accumulation of fines or drilling mud in 
the borehole or temporary casing below the water table, etc.  Such events may affect the gamma log 
signal but may not be representative of actual changes in formation properties.  According to Hallenburg 
(1984), borehole conditions generally have only a minor effect on gross gamma log curves and can 
usually be corrected.  Other factors to consider include the vertical resolution of the gamma log 
measurement and the depth of penetration of the measurement into the formation, which depend on well 
casing, source strength, source-detector configurations, logging speed, etc.  These factors may vary 
between wells, logging campaigns, and geophysical logging contractor.  With the exception of casing 
specifications, information about most of these factors was not available for the historical data (well 
Groups 2 and 3). 

The standardization and cross-correlation procedures that were used here were developed to mitigate 
the influence of some of the factors noted above so that the gross gamma log data could be used 
quantitatively.  The gross gamma log data for the Group 1 wells, to which no standardization procedures 
or cross-calibration was applied, are remarkably consistent and of similar magnitude above the 106-m 
elevation (Figure B.2)—even though these five wells range from ~200 m to ~2000 m apart (Figure B.1).  
The standardization procedures and cross-calibrations applied to the Group 2 and 3 wells yield consistent 
Group-1-equivalent results.  However, it is possible that these procedures may also have eliminated some 
real characteristics in the data, such as areal trends between well locations. 

B.3 Descriptive Statistics 

Descriptive statistics for the standardized and cross-calibrated (Group 1 LFI well equivalent) gamma 
log data are presented in Table B.3.  Figure B.11 shows box plots representing the gamma log data for 
each hydrostratigraphic unit.  The average gross gamma (gg) log count in unit 1 (gg=182) represents the 
undifferentiated Hanford formation, is significantly lower than in unit 4 (gg=217), unit 5 (gg=216), or 
unit 8 (gg=226), which are all Ringold Formation units.  The average gamma log counts are nearly the 
same in units 4 and 5, and the average gamma log count in unit 8 is a bit larger.  
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Table B.3.  Descriptive Statistics for Gamma Log Data from 45 Wells in the 300 Area 
 

Gamma All Units Unit 1 Unit 4 Unit 5 Unit 8 
Number of wells 45 45 19 32 10 
Mean 195.689 182.288 216.842 215.832 226.249 
Standard error 0.367 0.310 1.308 0.734 2.446 
Median 191.316 184.327 220.890 213.173 239.757 
Standard deviation 31.630 20.947 28.933 33.418 42.639 
Sample variance 1000.466 438.773 837.141 1116.768 1818.121 
Kurtosis 2.515 3.859 0.188 3.176 -1.302 
Skewness 0.933 0.257 -0.525 0.870 -0.283 
Range 342.156 267.279 167.162 331.930 150.883 
Minimum 114.595 114.595 130.758 124.820 152.785 
Maximum 456.750 381.874 297.920 456.750 303.668 
Count 7442 4578 489 2071 304 
Confidence interval 
for the mean at a 
95% confidence 
level 

0.719 0.607 2.571 1.440 4.812 

 

u1 u4 u5 u8
Unit

100

200

300

400

500

G
am

m
a 

Lo
g

 
Figure B.11.  Box Plots of Gamma Log Data by Hydrostratigraphic Unit 
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Appendix C 

Whole Sediment Grain-Size Distribution Data  
and Metrics for Selected LFI Core Samples 

Williams et al. (2007) describe various analyses that were performed on sediment samples collected 
from four boreholes as part of a limited field investigation (LFI) for characterization of uranium 
contamination in the 300 Area.  Whole-sediment, grain-size distribution analyses were performed on a 
limited number of these LFI samples using sieve and hydrometer methods (Gee and Orr 2002).  The data 
were fit with continuous analytic functions to generate different grain-size distribution metrics.  Data 
from selected samples were then used to develop gamma log grain size correlation functions that are 
presented in Section 3 of this report.  This appendix provides a description of the grain-size metrics and 
data that were used for developing these correlation functions. 

Selected LFI core samples’ grain-size metrics and data used for developing the gamma log grain size 
correlation functions are presented in Figures C.1 through C.13.  Grain size metrics were computed using 
both mm and φ scales, where φ is defined as (Folk 1980) described in Equation (C.1). 

 φ = -log2(mm) (C.1) 

One of the metrics reported in Figures C.1 through C.13 is the inclusive graphic standard deviation, 
σIG, defined as (Folk 1980) 

 6.64
9558416 dddd

IG
−

+
−

=σ
 (C.2) 

where d is the grain diameter (in φ units), and the subscripts (such as 16, 84, and so on) refer to the weight 
percent of the bulk sample with grain sizes smaller than the given diameter.  The inclusive graphic 
standard deviation is a measure of the uniformity or sorting of the grain size distribution. 

Also reported in Figures C.1 through C.13 are the geometric mean diameter, dgeom, and the geometric 
standard deviation, σgeom, (both in units of mm) which were computed as follows (Campbell 1985) 

 { }∑= iigeom dmd lnexp  (C.3) 

and 
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and where mi is the mass fraction of size class i, and di is the arithmetic mean diameter (mm) of size class 
i.  The metrics dgeom and σgeom were used by Campbell (1985) to predict moisture retention characteristics 
of soils from texture data.  The ratio of dgeom/σgeom has also been used recently by Ward et al. (2006) to 
develop pedotransfer functions (PTFs) that relate hydraulic and sorption parameters to soil texture. 
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The grain size metrics reported in Figures C.1 through C.13 were generated by fitting a continuous 
analytic function to each set of discrete grain size data.  The analytic functions were evaluated at 500 
different values of the fraction passing a given size, from a range of 0.001 to 0.999, to generate the 
discrete size classes used to calculate dgeom and σgeom from Equations (C.3) and (C.4). 
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Grain size data for Hanford 300 Area, Well 399-3-18, Sample C4999-6D (22.5-23.5 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99998 0.00000 d5(phi) 0.43
10 100.00 1.00000 75.0000 -6.2288 0.98227 0.00314 d10(phi) -2.49
1 62.92 0.62920 50.0000 -5.6439 0.67811 0.00239 d16(phi) -3.70
1 47.94 0.47941 37.5000 -5.2288 0.44961 0.00089 d25(phi) -4.48
1 30.40 0.30402 25.0000 -4.6439 0.28104 0.00053 d50(phi) -5.34
1 19.79 0.19787 19.0000 -4.2479 0.21567 0.00032 d75(phi) -5.74
1 14.59 0.14588 12.5000 -3.6439 0.15598 0.00010 d84(phi) -5.87
1 12.25 0.12245 9.5000 -3.2479 0.13127 0.00008 d90(phi) -5.97
1 8.94 0.08936 4.7500 -2.2479 0.09295 0.00001 d95(phi) -6.08
1 7.84 0.07840 3.3500 -1.7442 0.08070 0.00001 σ IG(phi) 1.53
1 7.40 0.07397 2.8000 -1.4854 0.07549 0.00000
1 6.58 0.06578 2.0000 -1.0000 0.06719 0.00000 d5(mm) 0.74
1 5.68 0.05676 1.0000 0.0000 0.05432 0.00001 d10(mm) 5.60
1 4.81 0.04815 0.5000 1.0000 0.04511 0.00001 d16(mm) 12.97
1 4.23 0.04231 0.2500 2.0000 0.03820 0.00002 d25(mm) 22.27
1 3.61 0.03608 0.1060 3.2379 0.03174 0.00002 d50(mm) 40.61
1 3.36 0.03357 0.0750 3.7370 0.02961 0.00002 d75(mm) 53.54
1 3.16 0.03164 0.0530 4.2379 0.02769 0.00002 d84(mm) 58.37
1 3.36 0.03356 0.0970 3.3658 0.03117 0.00001 d90(mm) 62.48
1 3.10 0.03103 0.0677 3.8842 0.02903 0.00000 d95(mm) 67.74
1 2.79 0.02786 0.0385 4.7005 0.02609 0.00000 dgeom(mm) 22.81
1 2.53 0.02533 0.0208 5.5885 0.02339 0.00000 σ geom(mm) 6.16
1 2.34 0.02343 0.0119 6.3960 0.02129 0.00000
1 2.15 0.02153 0.0083 6.9114 0.02010 0.00000 USDA texture system
1 2.15 0.02153 0.0068 7.2039 0.01947 0.00000 % gravel 93.28
1 2.03 0.02026 0.0058 7.4218 0.01902 0.00000 % sand 3.98
10 1.52 0.01520 0.0016 9.2576 0.01580 0.00000 % silt 1.11

% clay 1.63
weighted SSR = 0.00759
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Figure C.1. Grain-Size Data for Hanford Site 300 Area, Well 399-3-18, Sample C4999-6D (Depth 

Interval 22.5 to 23.5 ft) 
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Grain size data for Hanford 300 Area, Well 399-3-18, Sample C4999-9C (31-32 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99974 0.00000 d5(phi) 2.95
10 100.00 1.00000 75.0000 -6.2288 0.99033 0.00094 d10(phi) 0.24
1 85.44 0.85441 50.0000 -5.6439 0.89992 0.00207 d16(phi) -1.99
1 74.83 0.74832 37.5000 -5.2288 0.71872 0.00088 d25(phi) -3.54
1 45.43 0.45425 25.0000 -4.6439 0.46441 0.00010 d50(phi) -4.74
1 34.56 0.34561 19.0000 -4.2479 0.35667 0.00012 d75(phi) -5.29
1 27.21 0.27206 12.5000 -3.6439 0.26105 0.00012 d84(phi) -5.48
1 22.75 0.22748 9.5000 -3.2479 0.22380 0.00001 d90(phi) -5.64
1 17.15 0.17150 4.7500 -2.2479 0.16947 0.00000 d95(phi) -5.84
1 15.14 0.15143 3.3500 -1.7442 0.15195 0.00000 σ IG(phi) 2.21
1 14.15 0.14154 2.8000 -1.4854 0.14409 0.00001
1 12.75 0.12753 2.0000 -1.0000 0.13057 0.00001 d5(mm) 0.13
1 10.69 0.10691 1.0000 0.0000 0.10558 0.00000 d10(mm) 0.85
1 7.75 0.07749 0.5000 1.0000 0.08341 0.00004 d16(mm) 3.97
1 6.11 0.06112 0.2500 2.0000 0.06454 0.00001 d25(mm) 11.64
1 4.91 0.04905 0.1060 3.2379 0.04626 0.00001 d50(mm) 26.80
1 4.46 0.04458 0.0750 3.7370 0.04039 0.00002 d75(mm) 39.17
1 4.07 0.04072 0.0530 4.2379 0.03527 0.00003 d84(mm) 44.77
1 4.40 0.04402 0.0855 3.5487 0.04251 0.00000 d90(mm) 50.01
1 3.67 0.03668 0.0599 4.0611 0.03699 0.00000 d95(mm) 57.30
1 3.30 0.03302 0.0344 4.8598 0.02985 0.00001 dgeom(mm) 12.56
1 2.57 0.02568 0.0187 5.7410 0.02367 0.00000 σ geom(mm) 8.15
1 2.20 0.02201 0.0107 6.5400 0.01930 0.00001
1 1.83 0.01834 0.0076 7.0465 0.01701 0.00000 USDA texture system
1 1.83 0.01834 0.0062 7.3389 0.01584 0.00001 % gravel 86.94
1 1.47 0.01467 0.0053 7.5530 0.01503 0.00000 % sand 9.61
10 0.73 0.00734 0.0015 9.3521 0.00990 0.00007 % silt 2.37

% clay 1.08
weighted SSR = 0.00446
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Figure C.2. Grain-Size Data for Hanford Site 300 Area, Well 399-3-18, Sample C4999-9C (Depth 

Interval 31 to 32 ft.) 
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Grain size data for Hanford 300 Area, Well 399-3-18, Sample C4999-10C (35-36 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99996 0.00000 d5(phi) 4.91
1 100.00 1.00000 75.0000 -6.2288 0.99854 0.00000 d10(phi) 1.91
1 100.00 0.99999 50.0000 -5.6439 0.93254 0.00455 d16(phi) -0.63
1 69.92 0.69916 37.5000 -5.2288 0.76171 0.00391 d25(phi) -2.54
1 55.47 0.55474 25.0000 -4.6439 0.55675 0.00000 d50(phi) -4.42
1 49.12 0.49122 19.0000 -4.2479 0.46150 0.00088 d75(phi) -5.20
1 36.53 0.36530 12.5000 -3.6439 0.35959 0.00003 d84(phi) -5.41
1 31.34 0.31341 9.5000 -3.2479 0.31179 0.00000 d90(phi) -5.55
1 22.58 0.22581 4.7500 -2.2479 0.23072 0.00002 d95(phi) -5.70
1 19.66 0.19663 3.3500 -1.7442 0.20334 0.00004 σ IG(phi) 2.80
1 18.91 0.18913 2.8000 -1.4854 0.19154 0.00001
1 17.20 0.17205 2.0000 -1.0000 0.17250 0.00000 d5(mm) 0.03
1 14.31 0.14313 1.0000 0.0000 0.14205 0.00000 d10(mm) 0.27
1 11.70 0.11695 0.5000 1.0000 0.11843 0.00000 d16(mm) 1.54
1 9.99 0.09990 0.2500 2.0000 0.09828 0.00000 d25(mm) 5.82
1 8.26 0.08262 0.1060 3.2379 0.07602 0.00004 d50(mm) 21.44
1 7.49 0.07492 0.0750 3.7370 0.06773 0.00005 d75(mm) 36.78
1 6.76 0.06764 0.0530 4.2379 0.05985 0.00006 d84(mm) 42.47
1 6.63 0.06629 0.1011 3.3061 0.07486 0.00007 d90(mm) 46.92
1 5.92 0.05919 0.0702 3.8333 0.06618 0.00005 d95(mm) 52.13
1 5.09 0.05090 0.0396 4.6588 0.05361 0.00001 dgeom(mm) 8.39
1 3.91 0.03907 0.0209 5.5773 0.04134 0.00001 σ geom(mm) 10.99
1 3.08 0.03078 0.0118 6.4069 0.03203 0.00000
1 2.72 0.02723 0.0082 6.9235 0.02713 0.00000 USDA texture system
1 2.37 0.02368 0.0066 7.2329 0.02452 0.00000 % gravel 82.75
1 2.25 0.02249 0.0057 7.4461 0.02285 0.00000 % sand 11.39
1 1.42 0.01421 0.0016 9.2727 0.01259 0.00000 % silt 4.47

% clay 1.39
weighted SSR = 0.00976
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Figure C.3. Grain-Size Data for Hanford Site 300 Area, Well 399-3-18, Sample C4999-10C (Depth 

Interval 35 to 36 ft) 
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Grain size data for Hanford 300 Area, Well 399-3-18, Sample C4999-10D (36-37 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 1.00000 0.00000 d5(phi) 7.24
1 100.00 1.00000 75.0000 -6.2288 0.99999 0.00000 d10(phi) 4.98
1 100.00 0.99998 50.0000 -5.6439 0.99936 0.00000 d16(phi) 2.61
1 100.00 0.99998 37.5000 -5.2288 0.99080 0.00008 d25(phi) -0.36
1 89.71 0.89715 25.0000 -4.6439 0.88029 0.00028 d50(phi) -3.11
1 71.82 0.71819 19.0000 -4.2479 0.75491 0.00135 d75(phi) -4.23
1 62.37 0.62372 12.5000 -3.6439 0.59977 0.00057 d84(phi) -4.52
1 52.63 0.52627 9.5000 -3.2479 0.52294 0.00001 d90(phi) -4.71
1 39.00 0.38999 4.7500 -2.2479 0.38664 0.00001 d95(phi) -4.90
1 34.04 0.34044 3.3500 -1.7442 0.33901 0.00000 σ IG(phi) 3.62
1 31.66 0.31661 2.8000 -1.4854 0.31837 0.00000
1 27.32 0.27317 2.0000 -1.0000 0.28520 0.00014 d5(mm) 0.01
1 23.20 0.23202 1.0000 0.0000 0.23396 0.00000 d10(mm) 0.03
1 19.62 0.19619 0.5000 1.0000 0.19827 0.00000 d16(mm) 0.16
1 17.66 0.17664 0.2500 2.0000 0.17250 0.00002 d25(mm) 1.28
1 15.77 0.15766 0.1060 3.2379 0.14797 0.00009 d50(mm) 8.64
1 14.69 0.14692 0.0750 3.7370 0.13751 0.00009 d75(mm) 18.78
1 13.48 0.13480 0.0530 4.2379 0.12424 0.00011 d84(mm) 22.91
1 13.83 0.13825 0.1010 3.3071 0.14661 0.00007 d90(mm) 26.14
1 12.22 0.12220 0.0700 3.8366 0.13514 0.00017 d95(mm) 29.88
1 10.37 0.10369 0.0394 4.6646 0.11055 0.00005 dgeom(mm) 2.97
1 8.15 0.08147 0.0209 5.5783 0.08162 0.00000 σ geom(mm) 14.78
1 6.42 0.06419 0.0118 6.4079 0.06269 0.00000
1 5.68 0.05678 0.0082 6.9244 0.05423 0.00001 USDA texture system
1 4.94 0.04938 0.0066 7.2338 0.05007 0.00000 % gravel 71.48
1 4.69 0.04691 0.0057 7.4471 0.04752 0.00000 % sand 16.35
1 2.96 0.02963 0.0016 9.2810 0.03263 0.00001 % silt 8.71

% clay 3.45
weighted SSR = 0.00309
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Figure C.4. Grain-Size Data for Hanford Site 300 Area, Well 399-3-18, Sample C4999-10D (Depth 

Interval 36 to 37 ft) 



 

C.7 

Grain size data for Hanford 300 Area, Well 399-3-18, Sample C4999-11D (41-42 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99998 0.00000 d5(phi) 0.01
10 100.00 1.00000 75.0000 -6.2288 0.99301 0.00049 d10(phi) -2.10
1 81.58 0.81577 50.0000 -5.6439 0.84197 0.00069 d16(phi) -3.12
1 62.40 0.62396 37.5000 -5.2288 0.62157 0.00001 d25(phi) -3.92
1 45.69 0.45694 25.0000 -4.6439 0.40173 0.00305 d50(phi) -4.94
1 30.14 0.30145 19.0000 -4.2479 0.30727 0.00003 d75(phi) -5.47
1 18.82 0.18821 12.5000 -3.6439 0.21267 0.00060 d84(phi) -5.64
1 14.47 0.14475 9.5000 -3.2479 0.17117 0.00070 d90(phi) -5.77
1 9.70 0.09699 4.7500 -2.2479 0.10653 0.00009 d95(phi) -5.91
1 8.52 0.08524 3.3500 -1.7442 0.08694 0.00000 σ IG(phi) 1.53
1 7.93 0.07933 2.8000 -1.4854 0.07898 0.00000
1 7.01 0.07010 2.0000 -1.0000 0.06692 0.00001 d5(mm) 0.99
1 5.65 0.05655 1.0000 0.0000 0.05016 0.00004 d10(mm) 4.28
1 4.56 0.04557 0.5000 1.0000 0.03999 0.00003 d16(mm) 8.68
1 4.00 0.04004 0.2500 2.0000 0.03350 0.00004 d25(mm) 15.12
1 3.53 0.03526 0.1060 3.2379 0.02803 0.00005 d50(mm) 30.79
1 3.37 0.03373 0.0750 3.7370 0.02584 0.00006 d75(mm) 44.46
1 3.25 0.03245 0.0530 4.2379 0.02320 0.00009 d84(mm) 49.87
1 1.80 0.01804 0.0862 3.5365 0.02676 0.00008 d90(mm) 54.42
1 1.67 0.01675 0.0607 4.0425 0.02429 0.00006 d95(mm) 60.16
1 1.55 0.01546 0.0349 4.8411 0.01956 0.00002 dgeom(mm) 18.45
1 1.29 0.01288 0.0189 5.7220 0.01465 0.00000 σ geom(mm) 5.07
1 1.16 0.01160 0.0109 6.5208 0.01127 0.00000
1 1.03 0.01031 0.0077 7.0271 0.00960 0.00000 USDA texture system
1 0.90 0.00902 0.0062 7.3260 0.00876 0.00000 % gravel 93.31
1 0.90 0.00902 0.0054 7.5335 0.00822 0.00000 % sand 4.42
1 0.52 0.00515 0.0015 9.3389 0.00493 0.00000 % silt 1.73

% clay 0.55
weighted SSR = 0.00613
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Figure C.5. Grain-Size Data for Hanford Site 300 Area, Well 399-3-18, Sample C4999-11D (Depth 

Interval 41 to 42 ft) 



 

C.8 

Grain size data for Hanford 300 Area, Well 399-1-23, Sample C5000-39D (24.5-25.5 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99997 0.00000 d5(phi) 5.99
1 100.00 1.00000 75.0000 -6.2288 0.99019 0.00010 d10(phi) 2.84
1 82.29 0.82289 50.0000 -5.6439 0.83024 0.00005 d16(phi) 1.08
1 65.89 0.65893 37.5000 -5.2288 0.65001 0.00008 d25(phi) -0.44
1 49.75 0.49747 25.0000 -4.6439 0.49169 0.00003 d50(phi) -4.69
1 41.64 0.41645 19.0000 -4.2479 0.42935 0.00017 d75(phi) -5.47
1 36.88 0.36875 12.5000 -3.6439 0.37132 0.00001 d84(phi) -5.66
1 35.11 0.35115 9.5000 -3.2479 0.34762 0.00001 d90(phi) -5.80
1 31.60 0.31599 4.7500 -2.2479 0.31342 0.00001 d95(phi) -5.95
1 30.29 0.30290 3.3500 -1.7442 0.30298 0.00000 σ IG(phi) 3.49
1 29.63 0.29633 2.8000 -1.4854 0.29754 0.00000
1 28.28 0.28285 2.0000 -1.0000 0.28225 0.00000 d5(mm) 0.02
1 23.78 0.23778 1.0000 0.0000 0.22042 0.00030 d10(mm) 0.14
1 14.23 0.14233 0.5000 1.0000 0.16361 0.00045 d16(mm) 0.47
1 11.05 0.11045 0.2500 2.0000 0.12405 0.00018 d25(mm) 1.35
1 9.28 0.09281 0.1060 3.2379 0.09082 0.00000 d50(mm) 25.74
1 8.78 0.08778 0.0750 3.7370 0.08077 0.00005 d75(mm) 44.38
1 8.39 0.08390 0.0530 4.2379 0.07210 0.00014 d84(mm) 50.73
1 8.15 0.08151 0.0869 3.5249 0.08485 0.00001 d90(mm) 55.82
1 7.19 0.07192 0.0609 4.0369 0.07543 0.00001 d95(mm) 62.03
1 6.23 0.06233 0.0349 4.8415 0.06323 0.00000 dgeom(mm) 6.85
1 5.75 0.05753 0.0190 5.7162 0.05276 0.00002 σ geom(mm) 15.39
1 5.03 0.05034 0.0109 6.5180 0.04509 0.00003
1 4.31 0.04315 0.0077 7.0275 0.04096 0.00000 USDA texture system
1 3.93 0.03931 0.0062 7.3251 0.03879 0.00000 % gravel 71.78
1 3.88 0.03883 0.0054 7.5339 0.03735 0.00000 % sand 21.15
1 2.45 0.02445 0.0015 9.3459 0.02740 0.00001 % silt 4.16

% clay 2.92
weighted SSR = 0.00168
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Figure C.6. Grain-Size Data for Hanford Site 300 Area, Well 399-1-23, Sample C5000-39D (Depth 

Interval 24.5 to 25.5 ft) 



 

C.9 

Grain size data for Hanford 300 Area, Well 399-3-19, Sample C5001-66A (20.5-21.5 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99803 0.00000 d5(phi) 3.31
10 100.00 1.00000 75.0000 -6.2288 0.98476 0.00232 d10(phi) 1.72
1 88.03 0.88026 50.0000 -5.6439 0.94800 0.00459 d16(phi) 1.13
1 88.03 0.88026 37.5000 -5.2288 0.89722 0.00029 d25(phi) 0.55
1 79.70 0.79703 25.0000 -4.6439 0.79492 0.00000 d50(phi) -2.76
1 73.19 0.73186 19.0000 -4.2479 0.71903 0.00016 d75(phi) -4.41
1 62.12 0.62118 12.5000 -3.6439 0.61432 0.00005 d84(phi) -4.88
1 55.59 0.55589 9.5000 -3.2479 0.55756 0.00000 d90(phi) -5.25
1 45.66 0.45660 4.7500 -2.2479 0.45295 0.00001 d95(phi) -5.67
1 41.80 0.41798 3.3500 -1.7442 0.41618 0.00000 σ IG(phi) 2.86
1 39.76 0.39761 2.8000 -1.4854 0.40025 0.00001
1 36.59 0.36593 2.0000 -1.0000 0.37427 0.00007 d5(mm) 0.10
1 31.78 0.31777 1.0000 0.0000 0.31684 0.00000 d10(mm) 0.30
1 17.86 0.17856 0.5000 1.0000 0.17861 0.00000 d16(mm) 0.46
1 8.29 0.08286 0.2500 2.0000 0.08366 0.00000 d25(mm) 0.68
1 5.29 0.05294 0.1060 3.2379 0.05108 0.00000 d50(mm) 6.76
1 4.77 0.04774 0.0750 3.7370 0.04483 0.00001 d75(mm) 21.27
1 4.69 0.04695 0.0530 4.2379 0.03995 0.00005 d84(mm) 29.54
1 4.42 0.04423 0.0875 3.5141 0.04740 0.00001 d90(mm) 37.99
1 4.26 0.04259 0.0618 4.0171 0.04197 0.00000 d95(mm) 50.74
1 3.28 0.03276 0.0352 4.8280 0.03529 0.00001 dgeom(mm) 3.64
1 2.95 0.02949 0.0192 5.7027 0.02980 0.00000 σ geom(mm) 9.73
1 2.29 0.02293 0.0110 6.5078 0.02578 0.00001
1 1.97 0.01966 0.0077 7.0142 0.02363 0.00002 USDA texture system
1 1.97 0.01966 0.0063 7.3067 0.02249 0.00001 % gravel 62.57
1 1.80 0.01802 0.0055 7.5174 0.02172 0.00001 % sand 33.50
1 0.98 0.00983 0.0016 9.3262 0.01637 0.00004 % silt 2.19

% clay 1.73
weighted SSR = 0.00768
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Figure C.7. Grain-Size Data for Hanford Site 300 Area, Well 399-3-19, Sample C5001-66A (Depth 

Interval 20.5 to 21.5 ft) 



 

C.10 

Grain size data for Hanford 300 Area, Well 399-3-19, Sample C5001-69D (33.5-34.5 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99999 0.00000 d5(phi) 0.33
10 100.00 1.00000 75.0000 -6.2288 0.99232 0.00059 d10(phi) -3.06
1 73.57 0.73569 50.0000 -5.6439 0.76421 0.00081 d16(phi) -3.98
1 52.40 0.52398 37.5000 -5.2288 0.48394 0.00160 d25(phi) -4.57
1 27.16 0.27165 25.0000 -4.6439 0.26796 0.00001 d50(phi) -5.26
1 15.76 0.15756 19.0000 -4.2479 0.19320 0.00127 d75(phi) -5.63
1 12.09 0.12091 12.5000 -3.6439 0.13072 0.00010 d84(phi) -5.75
1 11.06 0.11061 9.5000 -3.2479 0.10780 0.00001 d90(phi) -5.85
1 8.76 0.08763 4.7500 -2.2479 0.07857 0.00008 d95(phi) -5.97
1 7.77 0.07774 3.3500 -1.7442 0.07148 0.00004 σ IG(phi) 1.40
1 7.26 0.07259 2.8000 -1.4854 0.06881 0.00001
1 6.54 0.06542 2.0000 -1.0000 0.06469 0.00000 d5(mm) 0.80
1 5.24 0.05240 1.0000 0.0000 0.05440 0.00000 d10(mm) 8.36
1 3.94 0.03944 0.5000 1.0000 0.04147 0.00000 d16(mm) 15.78
1 3.29 0.03294 0.2500 2.0000 0.03163 0.00000 d25(mm) 23.68
1 2.62 0.02617 0.1060 3.2379 0.02333 0.00001 d50(mm) 38.27
1 2.36 0.02365 0.0750 3.7370 0.02081 0.00001 d75(mm) 49.35
1 2.17 0.02170 0.0530 4.2379 0.01865 0.00001 d84(mm) 53.78
1 2.32 0.02324 0.1009 3.3087 0.02295 0.00000 d90(mm) 57.61
1 2.06 0.02061 0.0700 3.8364 0.02036 0.00000 d95(mm) 62.56
1 1.75 0.01754 0.0395 4.6626 0.01704 0.00000 dgeom(mm) 23.17
1 1.40 0.01403 0.0210 5.5716 0.01419 0.00000 σ geom(mm) 5.43
1 1.12 0.01118 0.0119 6.3988 0.01212 0.00000
1 0.92 0.00921 0.0082 6.9238 0.01102 0.00000 USDA texture system
1 0.83 0.00833 0.0067 7.2277 0.01044 0.00000 % gravel 93.53
1 0.75 0.00746 0.0057 7.4468 0.01005 0.00001 % sand 4.64
1 0.39 0.00395 0.0016 9.2877 0.00743 0.00001 % silt 1.05

% clay 0.78
weighted SSR = 0.00459
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Figure C.8. Grain-Size Data for Hanford Site 300 Area, Well 399-3-19, Sample C5001-69D (Depth 

Interval 33.5 to 34.5 ft) 



 

C.11 

Grain size data for Hanford 300 Area, Well 399-3-19, Sample C5001-70E (40-41 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99995 0.00000 d5(phi) 2.38
1 100.00 1.00000 75.0000 -6.2288 0.99970 0.00000 d10(phi) 0.49
1 100.00 1.00000 50.0000 -5.6439 0.99899 0.00000 d16(phi) -0.85
1 100.00 1.00000 37.5000 -5.2288 0.99623 0.00001 d25(phi) -2.30
1 93.50 0.93496 25.0000 -4.6439 0.93991 0.00002 d50(phi) -3.75
1 75.98 0.75975 19.0000 -4.2479 0.75487 0.00002 d75(phi) -4.24
1 45.17 0.45174 12.5000 -3.6439 0.46139 0.00009 d84(phi) -4.40
1 36.97 0.36967 9.5000 -3.2479 0.36204 0.00006 d90(phi) -4.53
1 25.51 0.25507 4.7500 -2.2479 0.24625 0.00008 d95(phi) -4.68
1 20.55 0.20546 3.3500 -1.7442 0.21161 0.00004 σ IG(phi) 1.96
1 18.91 0.18910 2.8000 -1.4854 0.19571 0.00004
1 16.22 0.16220 2.0000 -1.0000 0.16803 0.00003 d5(mm) 0.19
1 13.15 0.13153 1.0000 0.0000 0.11926 0.00015 d10(mm) 0.71
1 8.56 0.08562 0.5000 1.0000 0.08272 0.00001 d16(mm) 1.80
1 5.75 0.05746 0.2500 2.0000 0.05734 0.00000 d25(mm) 4.91
1 3.53 0.03527 0.1060 3.2379 0.03709 0.00000 d50(mm) 13.48
1 3.02 0.03024 0.0750 3.7370 0.03135 0.00000 d75(mm) 18.89
1 2.68 0.02681 0.0530 4.2379 0.02661 0.00000 d84(mm) 21.07
1 2.89 0.02885 0.0918 3.4453 0.03457 0.00003 d90(mm) 23.03
1 2.72 0.02716 0.0645 3.9536 0.02919 0.00000 d95(mm) 25.70
1 2.15 0.02150 0.0365 4.7743 0.02245 0.00000 dgeom(mm) 6.80
1 1.70 0.01697 0.0197 5.6661 0.01711 0.00000 σ geom(mm) 5.66
1 1.47 0.01471 0.0113 6.4706 0.01356 0.00000
1 1.24 0.01245 0.0079 6.9828 0.01176 0.00000 USDA texture system
1 1.13 0.01132 0.0064 7.2814 0.01084 0.00000 % gravel 83.20
1 1.02 0.01018 0.0055 7.4952 0.01023 0.00000 % sand 14.21
1 0.68 0.00679 0.0016 9.3067 0.00646 0.00000 % silt 1.89

% clay 0.70
weighted SSR = 0.00061
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Figure C.9. Grain-Size Data for Hanford Site 300 Area, Well 399-3-19, Sample C5001-70E (Depth 

Interval 40 to 41 ft) 



 

C.12 

Grain size data for Hanford 300 Area, Well 399-3-19, Sample C5001-73B (46.5-47.5 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99977 0.00000 d5(phi) 1.53
10 100.00 1.00000 75.0000 -6.2288 0.99198 0.00064 d10(phi) 0.33
1 89.18 0.89178 50.0000 -5.6439 0.93443 0.00182 d16(phi) -0.53
1 84.12 0.84115 37.5000 -5.2288 0.82202 0.00037 d25(phi) -1.79
1 64.05 0.64051 25.0000 -4.6439 0.62892 0.00013 d50(phi) -4.13
1 49.99 0.49995 19.0000 -4.2479 0.52509 0.00063 d75(phi) -5.02
1 42.07 0.42074 12.5000 -3.6439 0.41420 0.00004 d84(phi) -5.28
1 37.14 0.37142 9.5000 -3.2479 0.36379 0.00006 d90(phi) -5.49
1 27.94 0.27938 4.7500 -2.2479 0.27957 0.00000 d95(phi) -5.73
1 24.37 0.24366 3.3500 -1.7442 0.24723 0.00001 σ IG(phi) 2.29
1 22.69 0.22694 2.8000 -1.4854 0.23047 0.00001
1 20.13 0.20129 2.0000 -1.0000 0.19637 0.00002 d5(mm) 0.35
1 12.24 0.12242 1.0000 0.0000 0.12110 0.00000 d10(mm) 0.80
1 6.10 0.06102 0.5000 1.0000 0.06746 0.00004 d16(mm) 1.44
1 4.10 0.04104 0.2500 2.0000 0.03918 0.00000 d25(mm) 3.45
1 3.02 0.03022 0.1060 3.2379 0.02227 0.00006 d50(mm) 17.54
1 2.78 0.02776 0.0750 3.7370 0.01828 0.00009 d75(mm) 32.37
1 2.62 0.02618 0.0530 4.2379 0.01522 0.00012 d84(mm) 38.97
1 1.08 0.01085 0.0841 3.5721 0.01948 0.00007 d90(mm) 44.97
1 0.93 0.00930 0.0592 4.0785 0.01611 0.00005 d95(mm) 53.15
1 0.77 0.00775 0.0340 4.8774 0.01226 0.00002 dgeom(mm) 9.16
1 0.74 0.00744 0.0186 5.7472 0.00940 0.00000 σ geom(mm) 5.82
1 0.62 0.00620 0.0107 6.5449 0.00753 0.00000
1 0.50 0.00496 0.0075 7.0501 0.00661 0.00000 USDA texture system
1 0.46 0.00465 0.0062 7.3439 0.00614 0.00000 % gravel 80.36
1 0.46 0.00465 0.0053 7.5515 0.00584 0.00000 % sand 18.16
1 0.46 0.00465 0.0015 9.3439 0.00391 0.00000 % silt 1.05

% clay 0.42
weighted SSR = 0.00422
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Figure C.10. Grain Size Data for Hanford Site 300 Area, Well 399-3-19, Sample C5001-73B (Depth 

Interval 46.5 to 47.5 ft) 



 

C.13 

Grain size data for Hanford 300 Area, Well 399-3-19, Sample C5001-74B (53-54 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99954 0.00000 d5(phi) 1.02
10 100.00 1.00000 75.0000 -6.2288 0.99809 0.00004 d10(phi) -0.05
1 100.00 1.00000 50.0000 -5.6439 0.97658 0.00055 d16(phi) -0.93
1 84.69 0.84694 37.5000 -5.2288 0.86094 0.00020 d25(phi) -2.02
1 64.05 0.64052 25.0000 -4.6439 0.64495 0.00002 d50(phi) -4.05
1 56.46 0.56456 19.0000 -4.2479 0.54151 0.00053 d75(phi) -4.95
1 43.65 0.43649 12.5000 -3.6439 0.43052 0.00004 d84(phi) -5.18
1 36.46 0.36456 9.5000 -3.2479 0.37627 0.00014 d90(phi) -5.33
1 25.97 0.25969 4.7500 -2.2479 0.27067 0.00012 d95(phi) -5.50
1 21.95 0.21954 3.3500 -1.7442 0.22585 0.00004 σ IG(phi) 2.05
1 20.30 0.20305 2.8000 -1.4854 0.20409 0.00000
1 17.65 0.17648 2.0000 -1.0000 0.16540 0.00012 d5(mm) 0.49
1 10.44 0.10443 1.0000 0.0000 0.09719 0.00005 d10(mm) 1.03
1 4.45 0.04448 0.5000 1.0000 0.05053 0.00004 d16(mm) 1.90
1 2.28 0.02278 0.2500 2.0000 0.02579 0.00001 d25(mm) 4.06
1 1.16 0.01163 0.1060 3.2379 0.01361 0.00000 d50(mm) 16.55
1 0.88 0.00878 0.0750 3.7370 0.01130 0.00001 d75(mm) 30.93
1 0.68 0.00685 0.0530 4.2379 0.00963 0.00001 d84(mm) 36.17
1 0.85 0.00850 0.0841 3.5721 0.01197 0.00001 d90(mm) 40.26
1 0.73 0.00729 0.0592 4.0785 0.01011 0.00001 d95(mm) 45.14
1 0.55 0.00546 0.0339 4.8807 0.00803 0.00001 dgeom(mm) 9.47
1 0.49 0.00486 0.0186 5.7524 0.00642 0.00000 σ geom(mm) 4.90
1 0.36 0.00364 0.0107 6.5515 0.00530 0.00000
1 0.36 0.00364 0.0075 7.0515 0.00473 0.00000 USDA texture system
1 0.34 0.00340 0.0061 7.3453 0.00443 0.00000 % gravel 83.46
1 0.34 0.00340 0.0053 7.5528 0.00423 0.00000 % sand 15.60
1 0.34 0.00340 0.0015 9.3453 0.00291 0.00000 % silt 0.63

% clay 0.31
weighted SSR = 0.00194
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Figure C.11. Grain-Size Data for Hanford Site 300 Area, Well 399-3-19, Sample C5001-74B (Depth 

Interval 53 to 54 ft) 



 

C.14 

Grain size data for Hanford 300 Area, Well 399-3-20, Sample C5002-86E (21-22 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99998 0.00000 d5(phi) 3.65
1 100.00 1.00000 75.0000 -6.2288 0.99950 0.00000 d10(phi) 1.72
10 100.00 0.99999 50.0000 -5.6439 0.97252 0.00755 d16(phi) 0.07
1 71.69 0.71693 37.5000 -5.2288 0.81303 0.00924 d25(phi) -2.41
1 55.90 0.55903 25.0000 -4.6439 0.53758 0.00046 d50(phi) -4.53
1 43.64 0.43643 19.0000 -4.2479 0.42894 0.00006 d75(phi) -5.11
1 33.59 0.33590 12.5000 -3.6439 0.33440 0.00000 d84(phi) -5.28
1 30.21 0.30211 9.5000 -3.2479 0.29763 0.00002 d90(phi) -5.40
1 24.00 0.24001 4.7500 -2.2479 0.24306 0.00001 d95(phi) -5.54
1 21.92 0.21921 3.3500 -1.7442 0.22421 0.00002 σ IG(phi) 2.73
1 21.03 0.21033 2.8000 -1.4854 0.21521 0.00002
1 19.55 0.19550 2.0000 -1.0000 0.19852 0.00001 d5(mm) 0.08
1 17.22 0.17224 1.0000 0.0000 0.16255 0.00009 d10(mm) 0.30
1 11.87 0.11870 0.5000 1.0000 0.12517 0.00004 d16(mm) 0.95
1 8.68 0.08677 0.2500 2.0000 0.09104 0.00002 d25(mm) 5.33
1 6.74 0.06744 0.1060 3.2379 0.05840 0.00008 d50(mm) 23.05
1 6.14 0.06142 0.0750 3.7370 0.04847 0.00017 d75(mm) 34.65
1 5.70 0.05704 0.0530 4.2379 0.04015 0.00029 d84(mm) 38.82
1 3.79 0.03791 0.0815 3.6163 0.05071 0.00016 d90(mm) 42.26
1 3.37 0.03370 0.0574 4.1225 0.04193 0.00007 d95(mm) 46.57
1 2.95 0.02949 0.0330 4.9213 0.03108 0.00000 dgeom(mm) 8.68
1 2.11 0.02106 0.0179 5.8025 0.02246 0.00000 σ geom(mm) 8.95
1 1.68 0.01685 0.0103 6.6014 0.01686 0.00000
1 0.84 0.00842 0.0072 7.1145 0.01409 0.00003 USDA texture system
1 0.84 0.00842 0.0059 7.4069 0.01274 0.00002 % gravel 80.15
1 0.84 0.00842 0.0051 7.6145 0.01187 0.00001 % sand 15.96
1 0.42 0.00421 0.0015 9.4136 0.00660 0.00001 % silt 3.13

% clay 0.76
weighted SSR = 0.01838
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Figure C.12. Grain-Size Data for Hanford Site 300 Area, Well 399-3-20, Sample C5002-86E (Depth 

Interval 21 to 22 ft) 
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Grain size data for Hanford 300 Area, Well 399-3-20, Sample C5002-92D (48-49 ft bgs).
wt %< size(µm) fraction< size(mm) size(phi) pred frac< resid^2 PSD metric value
1 100.00 1.00000 127.0000 -6.9887 0.99993 0.00000 d5(phi) 1.67
1 100.00 1.00000 75.0000 -6.2288 0.99873 0.00000 d10(phi) -0.14
1 100.00 1.00000 50.0000 -5.6439 0.95062 0.00244 d16(phi) -1.26
1 71.62 0.71615 37.5000 -5.2288 0.74664 0.00093 d25(phi) -2.36
1 53.20 0.53204 25.0000 -4.6439 0.51469 0.00030 d50(phi) -4.58
1 45.18 0.45177 19.0000 -4.2479 0.44212 0.00009 d75(phi) -5.23
1 36.39 0.36392 12.5000 -3.6439 0.37389 0.00010 d84(phi) -5.39
1 31.99 0.31991 9.5000 -3.2479 0.33567 0.00025 d90(phi) -5.51
1 25.12 0.25121 4.7500 -2.2479 0.23943 0.00014 d95(phi) -5.64
1 20.60 0.20598 3.3500 -1.7442 0.19567 0.00011 σ IG(phi) 2.14
1 17.98 0.17983 2.8000 -1.4854 0.17568 0.00002
1 13.72 0.13723 2.0000 -1.0000 0.14314 0.00003 d5(mm) 0.31
1 8.46 0.08456 1.0000 0.0000 0.09451 0.00010 d10(mm) 1.10
1 5.09 0.05092 0.5000 1.0000 0.06395 0.00017 d16(mm) 2.40
1 3.81 0.03806 0.2500 2.0000 0.04453 0.00004 d25(mm) 5.14
1 3.11 0.03114 0.1060 3.2379 0.02952 0.00000 d50(mm) 23.91
1 2.88 0.02880 0.0750 3.7370 0.02528 0.00001 d75(mm) 37.65
1 2.70 0.02699 0.0530 4.2379 0.02175 0.00003 d84(mm) 41.94
1 2.76 0.02760 0.0815 3.6169 0.02623 0.00000 d90(mm) 45.46
1 2.46 0.02464 0.0573 4.1262 0.02248 0.00000 d95(mm) 49.92
1 2.27 0.02267 0.0329 4.9250 0.01785 0.00002 dgeom(mm) 10.95
1 2.07 0.02070 0.0180 5.7998 0.01405 0.00004 σ geom(mm) 6.30
1 1.68 0.01675 0.0103 6.6051 0.01140 0.00003
1 1.28 0.01281 0.0072 7.1182 0.01003 0.00001 USDA texture system
1 1.28 0.01281 0.0059 7.4107 0.00934 0.00001 % gravel 85.69
1 1.08 0.01084 0.0051 7.6248 0.00887 0.00000 % sand 12.19
1 0.69 0.00690 0.0015 9.4206 0.00590 0.00000 % silt 1.47

% clay 0.65
weighted SSR = 0.00489
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Figure C.13. Grain-Size Data for Hanford Site 300 Area, Well 399-3-20, Sample C5002-92D (Depth 

Interval 48 to 49 ft) 
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Appendix D 
 

Tests for Statistical Significance of Differences Between 
Mean Values 

To test the statistical significance of differences between the mean values of a variable or parameter 
for two sample populations, the following test statistics and assumptions are used.  The data are assumed 
to be independent random samples of size n1 and n2 from normal populations with means µ1 and µ2 and 
known variances 2

1σ  and 2
2σ .  The null hypothesis, H0, is that µ1 - µ2 = δ, where δ is a given constant.  

The alternative hypotheses are that µ1 - µ2 ≠ δ, µ1 - µ2 > δ, or µ1 - µ2 < δ.  

For large sample sizes (n1,2 ≥ 30), critical regions are defined as 
2

αzz ≥ , z ≥ zα, and z ≤ -zα, where α 

is the level of significance, 
 

2

2
2

1

2
1

21

nn

xxz
σσ
δ

+

−−
=  

and 1x and 2x  are the sample means (Freund and Walpole, 1987).  For α = 0.05, the null hypothesis is 
rejected if z ≤ -1.96 or z ≥ 1.96.  If z falls between -1.96 and 1.96, the null hypothesis cannot be rejected.  
In this case the null hypothesis is either accepted, or it is said that the difference between the sample 
means is not significant, or else that the difference between the sample means is not large enough to reject 
the null hypothesis. 

If n1 or n2 (or both) are small (<30) and σ1 and σ2 are unknown, a different test statistic is used.  For 
independent random samples from two normal distributions having the (assumed) same but unknown 
variance, σ2, the following test statistic is applicable 
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and where the quantity n1 + n2 - 2 represents the degrees of freedom (Freund and Walpole, 1987).  Critical 
regions are then defined by 

2,2 21 −+
≥

nn
tt α , 2, 21 −+≥ nntt α , and 2, 21 −+−≤ nntt α .  Since the critical t value 

depends on the degrees of freedom, it must be determined from standard statistical tables (c.f. Freund and
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Walpole, 1987).  For α = 0.05, and (n1 + n2 - 2) ≥ 30, the critical t value is 1.96.  All tests for differences 
in mean values reported here assume α = 0.05 and  = 0. 

Table D.1 summarizes the z- and t-test statistics for the mean value comparisons for various 
combinations of sample populations.  Comparisons for which the computed test statistics indicate that the 
difference between the sample means is not large enough to reject the null hypothesis (that the difference 
between the mean values is zero) are given in bold print. 

Reference 

Freund, J.E, and R.E. Walpole.  1987.  Mathematical Statistics, 4th edition.  Prentice-Hall, Inc., 
Englewood Cliffs, New Jersey. 
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Table D.1. Statistical Significance of Differences in Mean Values for Density, Porosity, and Gamma Log Data.  If |z| < 1.96 or |t|<1.96 then the 
difference between the mean values is not large enough to reject the null hypothesis (that the difference in mean values is zero). 

 

Variable 1 Variable 2 1x  2x  2
1  

2
2  n1 n2 

2
ps  z t 

Particle density, u1 Particle density, u4 2.76 2.63 0.002 0.007 53 9 0.00 4.62 7.09 
Particle density, u1 Particle density, u5 2.76 2.66 0.002 0.005 53 86 0.00 9.91 8.94 
Particle density, u1 Particle density, u8 & u9 2.76 2.62 0.002 0.006 53 29 0.00 8.63 10.02 
Particle density, u1 Particle density, all Ring 2.76 2.65 0.002 0.006 53 124 0.00 11.64 9.49 
Bulk density, u1 Bulk density, u4 2.08 1.56 0.058 0.058 159 46 0.06 12.87 12.87 

Bulk density, u1 Bulk density, u5 2.08 2.04 0.058 0.059 159 165 0.06 1.19 1.19 
Bulk density, u1 Bulk density, u8 & u9 2.08 1.42 0.058 0.116 159 36 0.07 10.97 13.60 
Bulk density, u1 Bulk density, all Ring 2.08 1.86 0.058 0.135 159 247 0.10 7.09 6.50 
Poros, u1 Poros, u4 0.249 0.411 0.0075 0.0087 158 46 0.01 -10.56 -11.01 

Poros, u1 Poros, u5 0.249 0.233 0.0075 0.0079 158 164 0.01 1.67 1.67 
Poros, u1 Poros, u8 & u9 0.249 0.461 0.0075 0.0158 158 36 0.01 -9.63 -12.11 
Poros, u1 - LFI wells Poros, u1 - non-LFI wells 0.236 0.282 0.0083 0.0042 112 46 0.01 -3.58 -3.12 
Poros, u4 - LFI wells Poros, u4 - non-LFI wells 0.428 0.281 0.0055 0.0192 41 5 0.01 2.32 3.77 
Poros, u5 - LFI wells Poros, u5 - non-LFI wells 0.202 0.265 0.0063 0.0075 84 80 0.01 -4.91 -4.92 

Poros, u8 & u9 - LFI  Poros, u8 & u9 - non-LFI 0.428 0.470 0.0214 0.0148 7 29 0.02 -0.70 -0.79 
Poros, u1 - LFI < 106m Poros, u1 - non-LFI < 106m 0.191 0.246 0.0029 0.0062 25 7 0.00 -1.74 -2.16 
Poros, u1 - LFI > 106m Poros, u1 - non-LFI > 106m 0.248 0.288 0.0092 0.0037 87 39 0.01 -2.80 -2.38 

Poros, 4 LFI wells, all units Poros, 4 non-LFI wells, all units 0.262 0.262 0.0144 0.007 244 46 0.01 -0.01 -0.01 
Poros, 4 LFI wells, u1 Poros, 4 non-LFI wells, u1 0.236 0.231 0.0083 0.0051 112 11 0.01 0.21 0.17 
Poros, 4 LFI wells, u4 Poros, 4 non-LFI wells, u4 0.427 0.233 0.0055 0.0023 41 3 0.01 6.49 4.45 
Poros, 4 LFI wells, u5 Poros, 4 non-LFI wells, u5 0.202 0.258 0.0063 0.0062 84 26 0.01 -3.19 -3.17 

Poros, 4 LFI wells, u8 & u9 Poros, 4 non-LFI wells, u8 & u9 0.428 0.349 0.0214 0.0089 7 6 0.02 1.16 1.12 
Poros, 4 LFI, u1 < 106m Poros, 4 non-LFI, u1 < 106m 0.191 0.232 0.0029 0.0058 25 4 0.00 -1.02 -1.32 
Poros, 4 LFI, u1 > 106m Poros, 4 non-LFI, u1 > 106m 0.248 0.230 0.0091 0.0057 87 7 0.01 0.60 0.49 
Gross gamma, u1 Gross gamma, u4 182 217 439 837 4578 489 477 -25.70 -33.25 
Gross gamma, u1 Gross gamma, u5 182 216 439 1117 4578 2071 650 -42.09 -49.69 
Gross gamma, u1 Gross gamma, u8 182 226 439 1818 4578 304 524 -17.83 -32.41 

Gross gamma, u4 Gross gamma, u5 217 216 837 1117 489 2071 1063 0.67 0.62 
Gross gamma, u4 Gross gamma, u8 217 226 837 1818 489 304 1213 -3.39 -3.70 
Gross gamma, u5 Gross gamma, u8 216 226 1117 1818 2071 304 1206 -4.08 -4.88 
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