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This technical report documents the RD2C Capstone | project focused on integrating and vali-
dating multi-layer mitigation strategies to enhance cyber-physical systems resilience. The work
centers on developing a cohesive, hierarchical control framework and validating it on a high-
fidelity, real-time cyber-physical testbed.

o Objective: Design, integrate, and validate a hierarchical control system that combines mul-
tiple mitigation strategies to improve resilience of power distribution systems under diverse
disturbances.

o Modeling and Simulation: Developed and configured detailed HYPERSIM models for dis-
tributed energy resources (DERs), including grid-forming (GFM) and grid-following (GFL) in-
verters. Requirements, core functions, and model parameterization workflows are specified,
with automated DER configuration enabled via CSV and JSON templates.

o Systems Under Study: A large-scale 3000-node distribution feeder with 10 microgrids (com-
prehensive DER listings and decoupling/compensation locations) and an IEEE 123-node ar-
chitecture with added DERs. These serve as platforms to exercise the mitigation strategies
and control hierarchy across different scales and configurations.

o Hierarchical Control Strategies: A cohesive control architecture integrates multiple strate-
gies operating at different timescales with a summary of required inputs/outputs and oper-
ational data for each control strategy. Under-frequency load shedding (UFLS) parameters
and other strategy-specific settings are documented. The roles of each strategy within the
hierarchy and their coordination are described.

o Real-Time Cyber-Physical Testbed: A virtualized environment couples HYPERSIM power
system simulation with an NS3 communication network simulation. Controls are deployed
across host virtual machines (with documented VM/IP mappings). Sensing and actuation use
DNP3, with detailed analog input/output mappings and a PYDNP3 aggregator to orchestrate
data exchange between simulation components and controllers.

o Experimentation and Resilience Assessment: Multiple scenarios and trial sequences are
executed to evaluate the hierarchical control system. The report provides a structured sce-
nario catalog, event sequences, and trial numbering, alongside resulting resilience assess-
ments.

o Tooling and Automation: A flowchart-guided process enables automated updates of DER
model parameters and configuration files, supporting repeatable, scalable experimentation
across complex feeder models.

o Outcomes and Future Work: The project delivers an integrated, validated testbed and con-
trol framework, comprehensive model libraries and data pipelines, and a catalog of resilience
experiments and assessments. The report concludes with major accomplishments and identi-
fies opportunities for future work to deepen validation, expand scenario coverage, and further
refine multi-layer mitigation strategies.

Executive Summary
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Modern power grids are undergoing a transformation, shifting from large, fossil fuel-based power
plants to systems incorporating numerous distributed energy resources (DERSs) at the local level.
Simultaneously, advanced communication networks are being developed to manage and control
these DERs effectively. As a result, next-generation cyber-physical systems (CPS) will face sig-
nificant challenges in continued, resilient operation of electric grid operations due to a dramatic
increase in vulnerabilities to extreme weather and cyberattacks [1-3]. To preserve and even
enhance the resilience of these future electric energy systems, new mitigation strategies that
operate at each layer i.e., device, cyber and application layer of the CPS control architecture
must be developed and tested against these blended scenarios in high fidelity simulation envi-
ronments. Concurrently, rapid changes in grid architectures include the proliferation of multiple
third-party energy entities such as system operators, aggregators, and transactive aggregators.
This complexity significantly complicates control and operation, presenting challenges in ana-
lyzing the resilience and security of these systems across various conditions. Given that these
third-party energy entities often pursue multiple objectives, effective coordination and control are
crucial to ensure safe, reliable, and resilient operation. This decentralization can lead to vulner-
abilities, especially in the face of adversarial threats. To address these challenges, advanced
algorithms are essential. These algorithms should enable multiple decision-making agents within
the network to act autonomously, collaboratively and adaptively. This means that individual com-
ponents of the network should be able to make decisions based on local information, but they
should also coordinate with other components and adapt to the system conditions to maintain the
overall system’s resilience. In addition, interconnection between different cyber-physical systems
involving various types of networks such as mesh, 5G, optical fiber networks, different types of
communication protocols and different types of control would introduce heterogeneous security
and quality of service (QoS) requirements which need to be addressed at the cyber layer.

In the scope of this project, we define resilience to be the ability of the system to detect
and mitigate any adversarial actions that threaten the reliable operation while also ensuring to
maintain the system operating state within the operational constraints even in the emergence
of high-impact low probability natural disturbances. Current control strategies often fall short in
ensuring resilience. Local controls, such as inverter controls in microgrids, are typically designed
to operate myopically, focusing on immediate performance without considering the broader sys-
tem’s health. Centralized controls, while useful for overall system management, are often too
slow to respond to rapid disturbances or adversarial events. Many adversarial events in critical
cyber-physical networks can lead to cascading failures. These failures start with local disruptions
that can quickly spread throughout the network, causing widespread damage. Current resilience
practices either involve long-term, and expensive, investment decisions; or are reactive in nature,
relying on predominantly ad-hoc (simulations-based) strategies that fail to provide resilience guar-
antees and/or requiring intervention of human operators who are prone to mistakes and introduce
response delays. Moreover, it is often cost-prohibitive to redesign existing baseline controls for
resilient performance.

To ensure the operational resilience of complex cyber-physical networks, advanced algorithms
are needed that enable autonomous, collaborative, and proactive resilience strategies. These
algorithms must be capable of handling both deterministic and stochastic disturbances, as well as
adversarial events. It is desirable that such a resilient control design would render an add-on layer
such as the ones considered in this capstone effort for a preferable, easily implementable, and
reconfigurable solution. By addressing the limitations of existing control strategies and providing
system theoretical guarantees of (quantitative) resilience performance measures, it would not only
help develop trust in the automated control algorithms and accelerate real-world deployment, but
such guarantees would also provide quantitative specifications of sensor/control performance for
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resilient co-design efforts.

The RD2C initiative has developed several independent mitigation strategies over the past few
years, each targeting different system layers and timescales. ALERT 1.0 is an application-layer
system designed to address long-term (tertiary timescale) threats to cyber-physical systems [4].
It adapts existing control strategies in real-time to counter cyberattacks, ensuring a sufficient
safety margin for resilience. Coordinating and networking multiple CPS provide the operational
flexibility needed to support end-users and can achieve common goals which are impossible
to obtain by independent systems, but the networked CPSs are also exposed to cyber phys-
ical attacks due to complicated interconnections. Similarly operating at the application layer,
the peer-to-peer (P2P) project [5] coordinates networks of CPS to withstand cyber physical at-
tacks and failures through P2P communication. PACP is a middleware solution [6] with in-built
cyber-threat intelligence to detect and mitigate attacks at the cyber layer. In addition to detection
and mitigation of cyber-attacks at cyber layer, it informs the control applications connected to
it with detected threats, probability of event, confidence level etc. thereby aiding applications
in applying cyber-risk informed control and coordinated strategies. In contrast, SLAC3R-L and
SLAC3R-C are device-level control systems operating on shorter timescales (primary and sec-
ondary) [7]. SLAC3R-L controls are adaptive, lightweight algorithms that empower devices like
grid forming inverters (GFM) inverters to autonomously maintain operations under unforeseen
high-impact-low-probability events. SLAC3R-C, on the other end, coordinates power distribution
and frequency restoration among inverters with minimal communication. SLAC3R controls have
been rigorously tested on high fidelity simulation of IEEE 123-bus test system. These different
mitigation strategies will be integrated and evaluated on high-fidelity simulation environments
including both natural and adversarial scenarios, to assess their effectiveness in safeguarding
critical systems. The integration of several detection and mitigation strategies across many RD2C
projects will demonstrate that these strategies can be coordinated to work seamlessly at different
timescales in the test environment to address the threats from complicated cyber physical attacks
and failures to maintain and improve the resilience at different layers of CPS and networked CPS.

As part of this Capstone project effort, we aim to achieve resilience to various natural and ad-
versarial events across multiple timescales with integrated mitigation strategies (SLAC3R, ALERT
1.0, P2PC, and PACP) that are autonomous, collaborative, and adaptive. These different miti-
gation strategies complement one another to promote resilience across various timescales. The
SLAC3R-L controls are already integrated directly at the inverters in the HYPERSIM, and the
SLAC3R-C controls are implemented using additional Python agents where the inverter data and
the setpoints are exchanged. The PACP will serve as a platform to enable data and setpoint
transfer between the inverters and controllers (SLAC3R-C, ALERT 1.0 and P2PC) which are
implemented as Python scripts on virtual machines. A unified methodology is developed to inte-
grate these different mitigation strategies that enable them to work coherently and implemented
on high-fidelity HYPERSIM simulator. One of the challenge this integration may result in is the
action of multiple mitigation strategies for a single disturbance event on the system. However,
as these different mitigation strategies are integrated in a hierarchical manner (as they operate
at different time scales), to ensure resilience, the final control setpoint action is assigned to the
SLAC3R-L controls which ensures resilience by maintaining the operating limits of frequency and
voltage. Finally, the test scenarios are chosen in such a way that all the mitigation strategies are
enabled to demonstrate the resilience. Fig. 1 illustrates the hierarchy of controls in a networked
microgrid operation.

To test the novel controller hierarchy and assess resilient performance improvements, the
RD2C Capstone 1 project has built a high-fidelity, real-time cyber-physical testbed. This testbed
is composed of building blocks from the prior efforts in the RD2C initiative by leveraging the
work products and expertise developed in modeling communication systems and electric power
distribution systems in real-time simulation platforms.
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Figure 1: A control architecture for networked microgrids with mitigation strategies to improve
resilience at each CPS layer.

For real-time power system simulation, we have built multiple distribution system models in
OPAL-RT’s electromagnetic transients (EMT) simulation platform called HYPERSIM. These mod-
els can be loaded onto PNNL's OPAL-RT real-time digital simulators, which allows controller de-
vices to exchange signals with the simulation in real-time, which closely approximates real-world
controller performance. HYPERSIM provides high-fidelity modeling of the distribution system
network as well as the critical dynamic components, such as the distributed energy resources
(DERSs). The team has built upon the IEEE 123 Node Test Feeder [8] model developed in previ-
ous phases of the RD2C initiative by adding additional DER models, improving the benchmarking
of the DER models, and adding interfaces for external DER and microgrid controls hosted on
Cybernet virtual machines. Additionally, the team has created a HYPERSIM model of the third
feeder in the IEEE 9500 Node Test Feeder [9], which the team is referring to as the 3000 Node
Test Feeder. This model represents a substantial increase in the number of nodes, DERs, and
microgrids. This model provides a new platform to rigorously test the scalability of resilient miti-
gation strategies in real-time. Given the dramatic increase in the scale of the HYPERSIM models,
the team has developed new software tools in python to help with model parameter management.

For real-time communication network simulation, the team has developed a wide area network
(WAN) model in NS3 [10]. The model is containerized and installed on a virtual machine hosted
by PNNL’s cloud computing infrastructure referred to as Cybernet. Cybernet enables flexible
creation of virtual machines and virtual computer networks as well as connection of power system
simulators and real controller hardware. The NS3 model contains network taps that are bridged
to the network interfaces on the host virtual machine, allowing external devices to communicate
across separate local area networks using routes that span the NS3 wide area network model.
Therefore, the team was able to configure and control disruptions to the data flows between
the various control systems integrated into our testbed experiments to simulate the effects of
cyberattacks. The team integrated software tools to automate the process of configuring NS3
simulation disturbances and visualizing simulation results, leveraging other products from the
RD2C initiative including the NATIG and GLIMPSE software.

To complete the cyber-physical testbed hosted with PNNL’'s Cybernet infrastructure, the NS3
host virtual machine and the OPAL-RT simulators were networked with the virtual machines
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hosting the multi-layered, resilient, hierarchical control system. This testbed allowed the team
to develop the processes for integrating and deploying the mitigation strategy software. Further-
more, using the newly developed testbed, the team conducted multiple experiments composed
of several trials to determine the incremental change in system resilience by adding each layer
of the controller hierarchy. The team also developed new software tools to automate the process
of running the HYPERSIM simulations, which has improved the repeatability of executing the
experiments. These tools have been integrated with the model parameter management tools
to create a multi-functionality, scripting-based interface with HYPERSIM which will significantly
improve the feasibility of managing large, real-time distribution system models in HYPERSIM.
As a result, the team was able to generate many real-time simulation datasets from the various
experiment trials that will be cataloged and available for future use.

Finally, the team made efforts to develop quantification of the resilience improvement of the
system operation based on assessing the time series simulation data generated from HYPER-
SIM. A literature review was conducted and several metrics were identified that can assess the
performance of the system using a single figure of merit (FOM) during different phases of a re-
silient response. The metrics can be aggregated into a single, overall score, which can be used
to compare the system performance before and after introducing a new mitigation strategy.

This report has been organized into multiple sections describing the various aspects and out-
comes of the RD2C Capstone 1 project. Following this introduction, Section 2.0 describes the
HYPERSIM model development effort. Then Section 3.0 provides background on the mitigation
strategies that were integrated into the cohesive, hierarchical control system as well as descrip-
tions of what roles each mitigation strategy plays. Next, Section 4.0 describes the cyber-physical
testbed used to test the hierarchical control system including: the testbed virtual network archi-
tecture; deployment of the controls onto to host virtual machines; integration of the HYPERSIM
power system simulation; and integration of the NS3 communication network simulation. A sum-
mary of the experiments conducted with the cyber-physical testbed and the resulting resilience
assessments are provided in Section 5.0. Finally, Section 6.0 concludes the report with the major
outcomes, accomplishments, and opportunities for future work.
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2.0 HYPERSIM Distribution System Models

This section presents approaches and outcomes of developing high-fidelity, real-time distribution
system models for simulating physical power system disturbances and end-effects of the impacts
of cyber-attack on power system operation. Section 2.1 contains the results of attempting to
develop a 3000 Node Test Feeder model based on Feeder Three in the IEEE 9500 Node Test
Feeder distribution system benchmark. Then Section 2.2 provides a brief discussion of modifica-
tions of the IEEE 123 Node Test Feeder model developed in a prior RD2C thrust, which helped
create better use cases for the controls-under-test in this project. Finally, substantial effort was
made to benchmark reduced order DER models, which is documented in Section 2.3.

2.1 IEEE 9500 Node Feeder Three Model

2.1.1 Model Description

The IEEE 9500 Node Distribution Test System is one of the largest available test feeders that
facilitates wide variations in the adoption of advanced grid-technology as the model for scalabil-
ity testing. It is a comprehensive and high-fidelity model designed to simulate modern electric
distribution networks [9]. The model is an extension of the widely used IEEE 8500 Node Test
Feeder, developed to support advanced power applications and real-time operational studies. It
represents a realistic distribution system for large-scale simulations with multiple feeders, sub-
stations, distribution circuits, rooftop photovoltaics (PV), and multiple utility-scale DERs. This test
system enables real-time assessment of advanced power applications, including simulations of
operational platforms like Advanced Distribution Management Systems (ADMS) and Distributed
Energy Resource Management Systems (DERMS) within a distribution control center environ-
ment. Fig. 2 incorporates modern feeders with enhanced smart grid technologies with legacy
feeders comprising of 9500 nodes (unbalanced), 2 battery energy storage systems, 180 rooftop
inverters, and 9 diesel generators.

2.1.2 Model Development

To create a large-scale, real-time distribution system model for generating a variety of cyber-
physical scenarios and testing potential mitigation strategies, it was necessary to automate the
model building activities. Thus, this project leveraged the PNNL GridLAB-D to HYPERSIM con-
version tool, which was created during a prior RD2C project. The goal was to create a real-time,
EMT model of the third feeder of the IEEE 9500 Node Test Feeder system, which represented an
ambitious increase in the scale of distribution system models developed in HYPERSIM at PNNL.
To reduce the model complexity and computational burden, single phase loads at the triplex level
were aggregated up to the medium voltage nodes in this system. The resulting distribution model
with 3000 nodes is large enough to investigate cyber-physical use cases. The next subsection
discusses how the RD2C Capstone 1 project utilized the conversion tool to substantially reduce
the labor required for the HYPERSIM model development.

2.1.2.1 Demonstration of the GridLAB-D to HYPERSIM Conversion Tool

Manually populating the 3000 Node Test Feeder model canvas with the passive network com-
ponents would have presented an expensive, time consuming task. As a result, the project
leveraged a GridLAB-D to HYPERSIM conversion tool that was developed in a previous RD2C
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Figure 2: Topological map of the IEEE 9500 node test feeder illustrating the three main sub-
feeders.
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project [11]. Although no conversion tool development occurred as part of this capstone, we
discuss the conversion tool functionality here to provide context for the first use of the tool to
accomplish a modeling task.

Fig. 3 shows the flowchart for the detailed methodology used in the conversion tool. The tool
utilizes the extensive library of large-scale feeder models developed in low-fidelity platforms like
GridLAB-D. Thus, these low-fidelity models are used to convert to high-fidelity models that are
capable of capturing EMT phenomena.

» Extract features of components

) Pa_rse low- » Extract connectivity
fidelity models » Collect and convert parameters to populate high-fidelity components
Mapping r—>0O » Map low-fidelity component parameters to standard passive
g -0 components in the Hypersim database
oy -0 » Map custom components (inverters, user coded models, custom
' e controllers to user-defined code/block combinations.
Model » Instantiate a netlist that details component features, parameters,
Generation connectivity information. .
HYPERSIM » Call Hypersim APlIs to parse the netlist and populate models

Figure 3: GridLAB-D to HYPERSIM conversion tool.

To automate generation of the 3000 Node Feeder model passive network, the GridLAB-D
IEEE 9500 Node model is parsed to gather the component definitions and connectivity to create
a basic graph of the feeder. Then the component parameters are retrieved and transformed into
definitions that are compatible with HYPERSIM component parameter definitions. A netlist of
components is created in a text-based format specifying dictionaries of data about buses, line
parameters, transformer parameters, switch states, load definitions and other relevant parame-
ters. The netlist of the component definitions is then mapped with the equivalent HYPERSIM
built-in library components or with custom components built to match the features of low-fidelity
components. Then, a python-based API interface is used to populate the components in the HY-
PERSIM environment and create the large-scale feeder model in HYPERSIM. Large models can
now be translated to the high-fidelity domain using this tool, but simulating these models is still
challenging due to its computational burden. Fig. 4 shows the HYPERSIM model populated from
the 3000 Node test feeder in GridLAB-D using this conversion processes. The developed model
was tested to benchmark and match steady state power flows as compared to its GridLAB-D
counterpart

Using the conversion tool on the Capstone 1 project resulted in the first practical demonstration
of the tool to build a model that was intended to accomplish simulation tasks for a project. Overall,
the tool demonstration was a major success as substantial labor was avoided by automatically
populating passive network components with fairly high accuracy (some very minor errors were
identified and corrected). In-spite of the generally positive outcome, some limitations of the current
form of the tool were identified, which provides valuable insight into next steps for development
for next steps. These limitations included:

o Inability to populate line type decoupling components at pre-defined locations;
o Limited ability to control the spot load model type by node number;

HYPERSIM Distribution System Models 7
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o Limited ability to specify the DER model type and parameters by node number.

To address the limitation regarding the parameterization of a large number of DER models,
a new python based tool using the HYPERSIM python APl was developed and is discussed in
Section 4.2.1. Addressing the other limitations is left for future work.

21.2.2 Placement of Decoupling Elements

The simulation of large scale models with associated controls in real-time simulators can be
computationally burdensome. Thus, usually the real-time simulators decouple the system model
into different sections to run in individual cores independently to achieve the real-time simulation
of large-scale models. In prior RD2C work, a decoupling approach with appropriate compensa-
tion technique have been developed to enable real-time simulation of large-scale models without
losing accuracy [12]. Several decoupling elements were added in the 3000 Node Test Feeder
model to reduce the total computation times and to maintain a time-step of 50 us for real-time
simulation. These decoupling components enable rigorous real-time execution by distributing the
computational load among several processors. Shunt reactive power compensation components
were also added, which would adaptively adjust the reactive power compensation to provide
based on the system voltages, to compensate for the reactive power errors caused by the de-
coupling elements. Table 1 highlights the decoupling locations with the quantities for decoupling
elements and compensation values for the test feeder.

Table 1: Decoupling Locations and Compensation Table in 3000 Node Test Feeder

Location
Name Type — _—— __—— PiSections Replaced Nodes Eliminated ~ Total Series R (Q) Total Series L (uH) Total Shunt C Added (uF) Total Equiv. Var Injection (Mvar)
From Node To Node
Dec_line_In5591284_2 Line m1026655 m1026658 line_In5591284_2 0.0195 132.0 19.32 11325
Dec_line_In6077802_1 Line 13254234 13104114 line_In6077802_1 0.137704 196.355 12.988 0.253788
Dec_line_In5472403_3 Line n1140828 n1140825 line_In5472394_1; line_In5472403_2; line_In5472403_3 m1026708; n1140828 0.03603813 243.47 10.475 0.61404
Dec_line_In6047566_1 Line 12673313 m1027013 line_In6047566_1; line_In5683819_1 m1027011 0.285740888 407.422 6.259511 0.366948
Dec_line_In6019479_1 Line m1026851_C_1 d6440002_2_int line_In6019479_1; line_In6440002_3 p827536 0.03281 45.513 56.033 3.2848
Dec_line_In5593236_6 Line ~m1047513 1144665 line_In5593236_6; line_In6138610_2; line_In6138610_3 n1144665 0045582276 307.979 8.28057 0.485427
Dec_line_In5739188_1 Line 12726973 13122821 line_In5739188_1; line_In5829831_1 m1047485 0.18855 647.9 3.936 0.23076
Dec_line_In5479790_2 Line 12916234 m1047420 line_In5479790_2; line_In5835142_1 m1047423 0527607 764.771 3335 0.0651619
Dec_line_In5985355_1 Line 12783231 13254227 line_In5985355_1 0.252521 360.076 7.082 0.138397
Dec_line_In5803283_1 Line m1069588 m1069590 line_In5803283_1 0.188165 272.746 9.35 0.18271
Dec_line_In6077798_1 Line 12766738 1134478 line_In6077798_1; line_In5653479_1; line_In5863714_3 m1069509; m1069505 0.03007184 203.182 12552 0.73581
Dec_line_In6077781_3 Line  d6077791_3_int m1047534 line_In6077781_3; line_In6077781_2 1136663 0.108563835 373.103 6.835 0.400701
Dec_line_In6077782_1 Line  m1026769 m1026780 line_In6077782_1; line_6290215_1 m1026774 0.06171 416.9 6.117 0.3585
Dec_line_In5865229_1 Line ~m1026987 m1027001 line_In5865229_1; line_In5956456_1 m1026990 0531439 770327 3311 0.194075
Dec_line_In5744367_1 Line 13215549 12897800 line_In5744367_1 0.244671 354.654 7.191 0.140516
Dec_line_In5623405_1 Line  m1026660 12729428 line_In5623405_1; line_In5655683_1; line_In6322630_1 m1026657 0.497425 721.022 3537 0.069115
Dec_line_In6077784_1 Line 12822871 d5502543_2_int line_In6077784_1; line_In5502543_2 m1026872 0.1014022 348.41 7.32 0.42909
Dec_line_In5742898_1 Line ~m1047737 12973155 line_In5742898_1; line_In6076346_1 13027157 0.466762 668.18 3.817 0.22374
Dec_line_In6163390_1 Line 13103822 m1047592 line_In6163390_1; line_In5619489_1 m1047577 0.14744686 506.72 5.033 0.205038
Dec_line_In6380809_2 Line 12973153 m1047672 line_In6380809_2; line_In6380809_3; line_In5956464_1 n1136998; m1047669  0.134917572 189.85 13.433 0.7875
Dec_line_In5894192_1 Line  m1009698 m1009715 line_In5894192_1; line_In6380825_1 m1009705 0085512929 293.883 8.678 0.50871

2.1.2.3 Placement of Microgrids and DERs

To understand the effects of high penetration of DERs on microgrids, we needed to logically place
additional DERs and design a microgrid structures with respect to the feeder locations, switches
and DER placements. The structuring of the feeder model into various microgrids was required
to develop grid-connected and islanded modes of operation of microgrids and develop scenarios
that allows microgrids to operate independently and understand the role of DERs during islanded
operation of the microgrids.

To develop the microgrid topology for 3000 Node Test Feeder, the feeder was partitioned
into segments based on the existing three phase breaker locations. The segmented network as
shown in Fig. 5 is later used to seggregate microgrids in the test feeder.
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Figure 5: Preliminary segmentation of 3000 Node Feeder.

The existing DERs in Feeder Three of the IEEE 9500 Node Test Feeder were not specified
to represent a feasible deployment allowing independent operation of a large number of small
microgrids. There is effectively only one DER, the combined heat and power system (CHP) at
node m1026, that provides a grid forming resource that could allow a microgrid to form. As a
result, a large number of additional grid forming and grid following DERs were added to Feeder
Three to accomplish the 3000 Node Test Feeder as illustrated in Fig. 6. The following process
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describes how locations, sizes, and types of additional DER models were determined following
the segmentation of Feeder Three into the 10 consituent microgrids.
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Figure 6: Proposed Microgrids for 3000 Node Feeder.

1. Identify the total load in each microgrid.
2. Classify each microgrid according to the total load:
o Microgrids with less than 500 kW of load are considered small residential microgrids.

o Microgrids with 500 kW of load or more are considered large commercial or industrial
microgrids.
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3. Propose DER sizes and types according to the individual microgrid classes:

o Small residential microgrids have small battery energy storage resources (represented
by single or three phase grid forming inverters) and small PV systems (represented by
single phase, grid following inverters).

o Large commercial or industrial microgrids have large, three phase battery energy storage
resources, large three phase PV systems, and may have three phase diesel generators.

4. In general, make the combined DER capacity in each microgrid be 150% to 200% of the
combined spot load in the microgrid.

The list of DERs modeled in the 3000 Node Test Feeder are provided in Table 2 through
Table 4. The DERs were populated into the 3000 Node Test Feeder model by first developing
a set of benchmarked models, which are contained in subcircuits, as described in Section 2.3.
These subcircuits were then copy/pasted into the 3000 Node Test Feeder model, which was
auto-generated using the conversion tool. Then each subcircuit was declared as a unique part
type using the concatenation of the benchmarked DER model name and the DER instance name
to create a unique part name. This was a critical step as any modifications made to contents of
one subcircuit are automatically propagated to all subcircuits of the same part type. Therefore,
in order to update the subcircuit parameters to reflect DERs of different ratings, each subcircuit
needed a unique part type. To facilitate management of model parameters and streamline the
process for updating the blocks inside the subcircuits (normally a very time consuming, manual
process) a python automation tool was developed using the HYPERSIM python API. The tool
allowed specification of models parameters in JSON format and then automatically updates the
model parameters in a matter of seconds. More information about the python automation tool is
provided in Section 4.2.1.

HYPERSIM Distribution System Models



Table 2: List of DERs in 3000 Node Feeder Model: Microgrids 1 Through 4

Name MG # ParentNode DERPhases Rating(kVA) ControlMode
inv_1 1 m1009805 ABCN 450 GFM IBR
inv_2 1 m1026844 BN 150 GFL IBR
inv_3 1 m1009807 BN 150 GFL IBR
inv_4 1 m1026829 CN 150 GFL IBR
dg_1 2 n1137992 ABCN 450 DG
inv_5 2 m1069468 ABCN 100 GFM IBR
inv_6 2 m1047486 ABCN 150 GFM IBR
inv_7 2 m1047484 ABCN 500 GFL IBR
inv_pv_pv_1115 2 13728043 AN 20 GFL IBR
inv_pv_pv_1177 2 12673308 BN 20 GFL IBR
inv_pv_pv_1081 2 12897767 CN 20 GFL IBR
dg_steamgen1 3 m1026¢chp_3 ABCN 1,000 DG
inv_8 3 m1027013 ABCN 100 GFM IBR
inv_41 3 m1027023 ABCN 120 GFM IBR
inv_42 3 13254213 ABCN 140 GFM IBR
inv_43 3 13160103 ABCN 90 GFM IBR
inv_44 3 m1026954 ABCN 80 GFM IBR
inv_45 3 m1026977 ABCN 70 GFM IBR
inv_9 3 m1027039 ABCN 700 GFL IBR
dg_3 4 d59564712_int ABCN 1,000 DG
inv_10 4 m1047713 ABCN 100 GFM IBR
inv_33 4 m1047572 ABCN 110 GFM IBR
inv_34 4 m1047615 ABCN 120 GFM IBR
inv_35 4 m1047688 ABCN 130 GFM IBR
inv_36 4 m1047724 ABCN 140 GFM IBR
inv_37 4 m1047732 ABCN 90 GFM IBR
inv_38 4 n1136028 ABCN 80 GFM IBR
inv_39 4 m1047580 ABCN 70 GFM IBR
inv_40 4 n1137986 ABCN 60 GFM IBR
inv_11 4 m1047720 ABCN 450 GFL IBR
inv_12 4 m1047763 ABCN 450 GFL IBR
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Table 3: List of DERs in 3000 Node Feeder Model: Microgrids 5 Through 8

Name MG # ParentNode DERPhases Rating(kVA) Type
dg_4 5 €206211 ABCN 450 DG
inv_13 5 n1136356 ABCN 300 GFM IBR
inv_14 5 m1069549 ABCN 300 GFL IBR
inv_pv_pv_1153 5 12748143 AN 30 GFL IBR
inv_pv_pv_1159 5 13104144 AN 30 GFL IBR
inv_pv_pv_1043 5 12804272 BN 30 GFL IBR
inv_pv_pv_1003 5 12673331 BN 30 GFL IBR
inv_pv_pv_1015 5 13085410 BN 30 GFL IBR
inv_15 6 13047059 ABCN 150 GFM IBR
inv_16 6 12841623 AN 100 GFL IBR
inv_17 6 n1147857 BN 30 GFM IBR
inv_18 6 12689691 BN 30 GFL IBR
inv_19 7 n1140519 AN 100 GFM IBR
inv_20 7 m1047513 AN 30 GFL IBR
inv_21 7 m1047550 AN 30 GFL IBR
inv_22 7 206209 BN 20 GFM IBR
inv_23 7 m1047566 CN 150 GFM IBR
inv_24 7 m1047568 CN 60 GFL IBR
inv_pv_pv_1059 7 12673318 CN 60 GFL IBR
inv_pv_pvfarm1 7 m1047pv3 ABCN 1,500 GFM IBR
dg_5 8 d58637042_int ABCN 450 DG
inv_25 8 m3763619 ABCN 450 GFM IBR
inv_26 8 m1026830 ABCN 600 GFL IBR
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Table 4: List of DERs in 3000 Node Feeder Model: Microgrids 9 Through 10

Name MG # ParentNode DERPhases Rating(kVA) Type
inv_27 9 m1069513 ABCN 150 GFM IBR
inv_28 9 m1069514 AN 100 GFM IBR
inv_pv_pv_1167 9 12897792 AN 90 GFL IBR
inv_29 9 12841632 BN 30 GFL IBR
inv_30 9 m1069518 CN 30 GFL IBR
dg_6 10 m1026690 ABCN 600 DG
inv_31 10 m1026709 ABCN 450 GFM IBR
inv_32 10 m1026701 ABCN 300 GFL IBR
inv_pv_pv_1001 10 13216348 AN 60 GFL IBR
inv_pv_pv_1169 10 12673317 AN 60 GFL IBR
inv_pv_pv_1087 10 13160106 AN 60 GFL IBR
inv_pv_pv_1071 10 12841627 AN 60 GFL IBR
inv_pv_pv_1037 10 12729428 AN 60 GFL IBR
inv_pv_pv_1049 10 12814529 CN 30 GFL IBR
inv_pv_pv_1069 10 13216368 CN 30 GFL IBR
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21.3 GridLAB-D Modeling of the 3000 Node Test Feeder

In parallel with the HYPERSIM model development, a GridLAB-D model of the 3000 Node Test
Feeder was also developed. The GridLAB-D model featured the same placement of microgrids
and DERs as described in the proceeding sections (see Fig. 6 for the microgrid locations and
Tables 2 through Table 4 for a list of DERs) and the goal was to create a replica of the HYPERSIM
model in a phasor domain simulation platform. The purpose for developing a GridLAB-D model
was to fast track steady state and dynamic testing of the new model so as to identify potential
voltage and frequency stability issues. Although GridLAB-D performs simulation in the phasor
domain and generally the DER models are significantly less detailed than EMT domain models,
the dynamic testing of the GridLAB-D was useful because any stability issues identified in the
phasor domain were likely to exist in the EMT domain as well since EMT is a higher fidelity
modeling platform. Furthermore, as the conversion tool discussed in Section 2.1.2 is a relatively
new tool, it was necessary to have a benchmark in a high trust simulation platform to validate
the network automatically produced by the conversion tool.

To perform dynamic testing of the GridLAB-D model, we create a scenario in which the MGs
are islanded by opening their respective point of interconnection (POI) switches. Upon initial
dynamic testing, it was determined that Microgrid 6 (MG6) could not maintain stability during
independent operation. As a result, MG6 is merged into MG1 and the revised 3000 Node Test
Feeder model will contain just nine microgrids. The results of the dynamic simulation test are
shown in Fig. 7.

Fig. 7 shows the frequency response and apparent power of the inverters in the MGs. A
significant disturbance occurs at 5 seconds due to the microgrids transitioning to islanded op-
eration, but all MGs remain stable thanks to the control of the inverters. This stability is further
demonstrated in Fig. 7b, where the apparent power of the inverters changes to match the local
microgrid load.

2.1.4 Model Comparison between GridLAB-D and HYPERSIM

Next, we perform steady state simulation of the IEEE 3000-bus system with the DERs specified
in Table 2 through Table 4 in both GridLAB-D and HYPERSIM. The objective of the simulation
is to compare the results between two simulation environments: GridLAB-D and HYPERSIM.
Specifically, we measure the voltage and current flowing at a subset of buses and PI-Section
lines during steady-state conditions. The comparison is conducted by analyzing the voltage and
current differences between the two environments. The results, depicted in Fig. 8, show that the
differences in voltage and current are within acceptable ranges. Specifically, the voltage difference
is found to be within 3%, while the current difference remains within 5%. Notably, the simulation
in GridLAB-D exhibits slightly higher voltage but smaller current compared to HYPERSIM results.
Due to time constraints, no further modifications were made to the HYPERSIM model to bring
the steady state network voltages and currents closer to the GridLAB-D model. However, some
degree of error was expected due to the introduction of artificial shunt capacitance caused by the
line type decoupling components, which allows the model to be simulated in real-time on parallel
CPU cores.
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Figure 7: (a) Frequency response and (b) apparent power of inverters in MGs.
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Figure 8: (a) Voltage and (b) current comparison between GridLAB-D and HYPERSIM.
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2.1.5 Modeling Challenges and Solutions

The HYPERSIM modeling team encountered three major challenges when developing the real-
time, EMT model of feeder three of the IEEE 9500 node distribution system. The challenges are
listed below.

1. Model size and complexity
2. Model decoupling
3. Dynamic load model stability

2.1.5.1 Addressing Model Size and Complexity

The size and complexity of the model made using a graphical modeling software to perform
model editing difficult and risky. Real-time, EMT modeling software often uses a graphical
user interface where components are manually drawn and connected with wires on a drawing
canvas. While the GridLAB-D to HYPERSIM conversion tool was able to populate the entire
feeder three passive network, the wires representing connections between circuit elements
were automatically drawn overlapping other wires despite there being no intent to connect the
disparate wires. The process of drawing new components on the existing canvas created the risk
that a wire could be incidentally connected to another overlapping wire, creating an unintentional
conducting path that would be very difficult to visually detect. To address this risk, off-page
connectors were added to each bus where additional models, such as DER models, would
connect. This allowed the team to perform edits on separate canvas pages, where there was no
risk of accidentally editing the network. One opportunity for improving the utility of the conversion
tool would be to auto-populate off-page connectors at every node in the network. Any new series
connections between existing nodes or shunt connections between a node and ground could
be safely made on a separate page without having to edit the network diagram canvas page at all.

2.1.5.2 Decoupling the Model

In the EMT modeling domain, the process of decoupling a power system network model involves
identifying separate regions of the network that can be simulated independently on separate CPU
cores. A group of CPU cores on an OPAL-RT simulator can then essentially co-simulate the
various regions in real-time by exchanging the voltages and currents measured at the interfaces
of their respective regions over a message bus. The theory behind this arrangement is that an
electrical impulse occurring at one end of a long transmission line takes a well defined amount
of time to reach the other end, known as propagation delay. The propagation delay is a function
of the lumped series inductance and shunt capacitance of the transmission line. The longer the
line, the larger the inductance and capacitance and the longer the propagation delay. When
the propagation delay is longer than the simulation time step, the time delay of exchange the
voltage and current information over the message bus emulated the real-world time delay of the
electromagnetic wave traveling down the transmission line. This allows transmission networks to
be broken into many smaller regions that can be divided amongst a large number of CPU cores.
Conversely, distribution systems lack power lines that are long enough to result in propagation
times that are longer than the simulation time step. To address this issue, the team elected to
use the following approach.
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1. Identify where multiple primary feeder or single phase lateral lines are connected in series,
without any models connected in shunt to their adjoining nodes.

2. Replace the multiple series connected lines with a single line type decoupling component
having a series resistance and inductance equal to the total lumped series resistance and
inductance of the multiple lines.

3. Add sufficient lumped shunt capacitance to the line type decoupling component to result in
a propagation delay equal to the simulation time step.

The advantage of this approach is that by combining multiple lines, the added shunt capaci-
tance is reduced, which helps reduce errors in the steady state powerflow results by the artificial
insertion of capacitance that does not otherwise exist in the model. The drawbacks are that one
or more nodes are eliminated from the model and the node voltages are unavailable during the
simulation. This was an acceptable tradeoff as the voltages at the nodes where there were no
load or DER models connected were less important in terms of capturing the dynamic behavior
of the model. Another drawback is that this approach is heavily model dependent as other feeder
models may not have nodes lacking shunt connected components.

An alternative approach in earlier phases of the RD2C initiative was to replace single
line segments with the line type decoupling component. This avoided eliminating nodes, but
required significantly more artificial shunt capacitance to be added. To compensate, large shunt
inductances were added at either terminal of the decoupling components. The reactive power
injection and absorption of the artificial capacitance and inductance would effectively cancel
out. However, this is a solution oriented towards quasi-static simulations based on powerflow
analysis. In EMT simulation, the addition of the shunt inductance creates new modes in the
model by adding new state variables where there formerly were none (the current in the shunt
inductance branches). These new modes are likely to have lower resonant frequencies than
typical for distribution system networks as both the artificial capacitances and compensating
inductances are large due to the lumped series inductance of the single feeder segment being
small. As a result, the risk of coupling these newly introduced models onto fast controller
dynamics, such as inverter based control dynamics, is higher. Furthermore, the switching
transient behavior of the network will be significantly altered. Conversely, by replacing multiple
series connected line segments, the artificial capacitance is reduced and no new modes are
introduced. The resonant frequencies of the existing modes and the power flow results will be
altered, but this may only introduce a few percent of error in the steady state and transient
response of the network state variables.

For decades, power electronics have continued to become cheaper and thus more ubiquitous in
electricity end-use. They provide greater flexibility and control over the processes that they supply.
For this reason, distribution system loads increasingly exhibit dynamic behaviors inconsistent with
constant impedance load model behavior. As a result, benchmark test feeder models contain
constant power spot loads in order to more accurately represent real-world systems. Constant
power load models can be implemented in different ways, but one of the most common is by
measurement of the terminal voltage and adjustment of the shunt resistance and inductance (for
a lagging power factor load) or capacitance (for a leading power factor load) to yield the same
terminal active power and reactive power consumption. This behavior is potentially unstable as
the dynamics of these loads creates a negative impedance whereby a decrease in voltage is
compensated by a decrease in the equivalent shunt impedance, causing greater current flow
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from the source, which then leads to greater voltage drop across the source impedance and
a decrease in the terminal voltage, thus creating the positive feedback loop. The likelihood of
unstable model behavior increases as the equivalent source impedance at the terminals of the
load models increases, however predicting whether this dynamic actually causes model instability
is difficult, particularly in a large network with hundreds of dynamic load models.

The HYPERSIM modeling team encountered this phenomenon when attempting to simulate
islanded operation of microgrids in the IEEE 9500 Node Feeder Three model. The GridLAB-D to
HYPERSIM conversion tool discussed in Section 2.1.2 auto-populates the network with dynamic,
single phase PQ load models, which exhibit the problematic behavior described above. During
grid connected operation, the grid voltage source is sufficiently small such that the voltages at
the various nodes in the network are relatively insensitive to the dynamic load model changes in
impedance. However, when the microgrids islanded, the equivalent source impedance is deter-
mined by the AC filter impedance of the local DERs, which results in a larger source impedance.
The result was that the dynamic PQ load model impedances never reached equilibrium and one
phase voltage would typically collapse to almost zero while the other two phase voltages would
swell to almost double their nominal value. Fig. 9 illustrates this behavior.
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Figure 9: Results of islanding a small microgrid composed of a synchronous generator and single
phase, dynamic PQ loads.

The figure shows that the line-neutral phase A voltage collapses to near zero (red trace), while
the phase B and C voltages increase by almost 100%. Resolving this issue in the IEEE 9500
Node Feeder Three test model would have required replacing some fraction of the 500 dynamic
load models with constant impedance load models, which could only be determined by lengthy
experimentation. The project timeline could not accommodate further investigation and resolution
of this issue and therefore the decision was made to use the existing IEEE 123 Node Feeder
model for testing the controller hierarchy.
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2.1.5.4 Positive Outcomes from Addressing Modeling Challenges

In-spite of not resolving this challenge within the timeline of the project, the project team en-
gaged with OPAL-RT R&D staff to determine a path forward and explore future opportunities for
collaboration. The PNNL team performed a series of simple tests involving constant impedance
loads, the PNNL internally developed single phase dynamic loads, and a built-in HYPERSIM sin-
gle phase dynamic load. The PNNL team provided the test results to the OPAL-RT R&D team.
Using PNNL'’s simple test model, the OPAL-RT R&D team discovered a bug in the initialization
of the HYPERSIM built-in model. As a result, OPAL-RT R&D will be rolling a bug fix into the next
major release of HYPERSIM, which will benefit PNNL researchers as well as the HYPERSIM
user community at large.

2.2 I|EEE 123 Node Test Feeder Model

2.2.1 Model Description

The IEEE 123 node test feeder was developed in HYPERSIM to study the behavior of microgrids
with increased penetration of DERs. The topology of the feeder, loads and parameters of various
components are based on the original feeder specification, various DERs were added in different
locations to increase the DER penetration level. Three microgrid structures were created in this
model based on the location of the switches to create the islanded and grid-connected scenarios
for different cyber-physical use-cases of interest. Fig. 10 shows the IEEE 123 node test feeder
which three microgrids segregated through grey boxes and finally connected to the distribution
feeder. Each microgrid has three DERs to support islanded operation. An excitation system and
a speed governor are modeled for every synchronous machine. In particular, a typical AC1A
exciter and DEGOV1 governor are modeled, and can be modified if necessary. The generator is
configured for active power/frequency droop, and the exciters and governors have dynamically
adjustable parameters.

2.2.2 Model Development

Moreover, additional DERs to the specified microgrids are added to ensure that the microgrids can
operate independently after islanding, represent high penetration of DERs and create a good use
case for the mitigation strategies. Each microgrid has three DERs to support islanded operation.
There are multiple inverters (grid following and grid forming) and one diesel generator in each
of the microgrids as shown in Fig. 11. Blue dots show the position of the diesel generators, the
red dots show the positions of grid-forming inverters, and the gray dots show the grid-following
inverters. Red (closed) and green(open) boxes show the positions of breakers/sectionalizing
switches in the model.

Table 5 consists of the grid-following and grid-forming inverters and DGs in three microgrids
and their capacity in the IEEE 123 node full architecture model used for this project. Microgrid 3
is the most populated microgrid with seven grid-forming inverters and one grid-following inverter
in this model. The mix of DERs combined with the inertia constant used for DG was found to be
ideal for demonstrating the mitigation control strategies.

HYPERSIM Distribution System Models

22



PNNL-38264

@ Synchronous machine o o m —m —————— |
] Grid-forming/following inverter ' 2(}. 30. 252 251 g 'd 2 i
Breaker/Switch Closed ™~~~ "357 77" ! ® 0 :\llcrogrl :

=] reaker/Switch Close : J:. 48 47 19 SC- SImIS1 " = :
@ Breaker/Switch Open ! —p—0—0—0—8— g L ] 1
o 1334 3lg 28 44| 45 46 ) :

@ Decoupling Point ! L ] L] [ ] . s 103. |(}Q; ”0. l]-. ll-';. !
1274 26~ Bl ; 105 106 107 :

. P ¢ Y gme e Microgrid 1 olic %010, 1y :

; 24® 40/ 41 . | 102 103 104 :

.« ; 4 - o . o 644 65, o'd's L !

: 2,2 1035 2 - 3. 66 s i

o20% 10* iy 1. %% e ; c; !

* o : > of® 98 99 100@ 450 i

114 A7 s, AL * o o - — |

. 59 5 A6l 68 69 70 TI 451 %

p 10 . % 3% % u 1905 ‘ -.ﬂ? e o o o |

- 13 152 52 53 54 55 56 2l 3 M 15 :

I' '.I'. 3. o o L ] L ] L ] L ] L] . L L ] L] H

3 7o 71 18 ™ :

. ® ® - 4. ....’ e ) '

L e 15 1% . ; .ﬂ’. 8% !

_ D5 e . . :

16, 93* of 80" 87 86 81,34, :

1i i 7| i

o Microgrid 3 82, 83, !

Figure 10: One-line diagram of modified IEEE 123 node test feeder with decoupling points.
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Figure 11: One-line diagram of IEEE 123 Node Full Architecture with additional DERs.

2.3 Benchmarked DER Models
2.3.1 DER Model Development

To accomplish the goals of the project, high-fidelity, real-time models of electric distribution sys-
tems with a large number of DERs would be required. The power system modeling and simulation
platform used in this project is OPAL-RT HYPERSIM and an initial set of DER models had been
developed in previous phases of the RD2C initiative. However, the size of the IEEE 9500 node
test feeder created new requirements for the DER models that resulted in a significant model
development effort. The new model requirements and the model development tasks performed to
satisfy the requirements are summarized in Table 6. The team acknowledges that using average
value instead of switching function or switching device models of inverters represents a loss of
fidelity. However, this decision was deemed necessary to not exceed the process capacity of
the OPAL-RT simulator given that over 50 inverter models would be populated. Additionally, it
was seen as a prudent first step given that a model the size of the 3000 Node Feeder model
had not been previously attempted in HYPERSIM at PNNL. Replacing the average value models
with switching function models is left for future work.

Developing robustly stable DERs models was critical due to the size of the proposed test
distribution system. In the event that the models exhibited unstable behavior, debugging the root
cause would be extremely time consuming due to the very large number of potential physical
and control system interactions.

In total, the following DER models were either updated from previous versions or built from
scratch to meet the requirements.
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Table 5: List of DERs in IEEE 123 Node Full Architecture

DER Name Microgrid Parent node Phases Rating (VA) Type Pset (W) Qset (VAr) Vset (pu)
DG50 1 meter_50 ABCN 600,000 DG 300,000 O 1.0
INV42 1 load_42 ABCN 80000 GFL IBR 40000 0 1.0
INV51 1 load_51 ABCN 140000 GFM IBR 70000 0 1.0
INV#1 1 node_135 ABCN 150000 GFM IBR 75000 0 1.0
INV#2 1 node_40 ABCN 180000 GFM IBR 90000 0 1.0
INV#3 1 load_48 ABCN 200000 GFM IBR 100000 O 1.0
DG300 2 node_300 ABCN 600,000 DG 300,000 O 1.0
INV101 2 load_101 ABCN 60000 GFL IBR 30000 0 1.0
INV105 2 node_105 ABCN 190000 GFM IBR 95000 0 1.0
DG100 3 load_100 ABCN 600,000 DG 300,000 O 1.0
INV76 3 load_76 ABCN 290000 GFL IBR 145000 O 1.0
INV80 3 load_80 ABCN 80000 GFM IBR 40000 0 1.0
INV#4 3 node_67 ABCN 90000 GFM IBR 45000 0 1.0
INV#5 3 node_97 ABCN 140000 GFM IBR 70000 0 1.0
INV#6 3 load_72 ABCN 200000 GFM IBR 100000 O 1.0
INV#7 3 node 78 ABCN 110000 GFM IBR 55000 0 1.0
INV#8 3 node_81 ABCN 120000 GFM IBR 60000 0 1.0
INV#9 3 load_82 ABCN 170000 GFM IBR 85000 0 1.0

o Three phase synchronous diesel generator.
o Three phase GFM inverter.
o Three phase GFL inverter.
o Single phase GFM inverter.
o Single phase GFL inverter.

Each DER model was placed inside a subcircuit, which contained the physical system and
controls system representations of the equipment. Organizing the models into subcircuits allowed
for code reuse, which was crucial for modeling a large distribution system with many instances
of each DER type. The subcircuits were connected to test circuits composed of a grid voltage
source behind an impedance. Fig. 12, illustrates the diesel generator test circuit and the physical
system model inside. The test circuits and subcircuit contents for each DER model are provided
in the Appendix.

The grid voltage source impedance, which determines the Short Circuit Ratio (SCR) of the
DER model, was selected with care to avoid masking model instability stemming from poor con-
troller design and tuning. Each DER model is tested against multiple grid impedance values. In
particular, the GFL DERSs are subjected to SCR as low as 2.5 to ensure that they will exhibit ac-
ceptable dynamic performance is islanded scenarios. Conversely, the GFM DERs are subjected
to SCR as high as 10.0 to ensure that acceptable performance will occur during grid connected
scenarios, where the PCC voltage may be quite stiff.

A set of default physical and control system parameters was created for each DER model.
The parameters are expressed in per unit quantities and fit within typical ranges observed in
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Table 6: HYPERSIM DER Model Requirements and Development

Model Requirement

Model Development Task

Reduce Inverter Model Complexity

Reduce Generator Model Complexity

Capture behavior of DER protection

schemes

Prioritize stable model behavior in both
grid connected and islanded modes of

operation

Model single phase inverters

Replace Inverter Switching Function Representations
with Average Value Model Representations [13]
Neglect DC side dynamics

Replace built-in HYPERSIM exciter and governor
models with simplified user created models

Add simplified voltage, frequency, power and current
protection schemes to DER models

Rigorously test DER model dynamics before
integration with network model

Develop single phase GFL and GFM inverter models
using basic control techniques available in the
literature
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Figure 12: Diesel generator test circuit (left) and physical system model (right).
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distribution system and DER modeling literature [14—17]. In order to streamline modeling DER
with different voltage and power ratings, the same per unit default parameters are used, and only
the system base quantities are modified. This guarantees reasonable parameter values in terms
of real quantities that are input to the HYPERSIM model block parameters. The DER model
default parameters are provided in the Appendix.

The test circuits are used to rigorously test each DER model to ensure that it exhibits stable
behavior under dynamic conditions and achieves its core functional objectives consistent with
how a DER vendor system would be expected to perform in the real world. We note that typical
generator protection schemes and IEEE 1547 ride through controls were not part of the DER
benchmarking tests and for that reason the voltage and frequency transients displayed in the
test results are extreme. However, this was deliberate to show that the primary control systems
were stable well beyond the practical operating ranges of real equipment, which are enforced by
conventional protection systems. The DER core functionality is summarized in Table 7.

Table 7: HYPERSIM DER Model Core Functions

Model Requirement Model Development Task

Three phase synchronous diesel Provide voltage and frequency stability during
generator islanded operation.

Three phase GFM inverter Respond to active and reactive power dispatch

during grid connected operation.
Provide voltage and frequency stability during
islanded operation.

Three phase GFL inverter Respond to active and reactive power dispatch
during both grid connected and islanded operation.

Single phase GFM inverter Respond to active and reactive power dispatch
during grid connected operation.
Provide voltage and frequency stability on single
phase radials during islanded operation.

Singe phase GFL inverter Respond to active and reactive power dispatch
during both grid connected and islanded operation.

2.3.2 Diesel Generator Model Validation

Conventionally, distributed diesel synchronous generators are not operated in parallel with the
grid. Instead, they are started following a grid outage and provide a stable voltage source
with firm generation capacity for islanded systems such as facility microgrids. As a result, the
HYPERSIM diesel generator model is simulated in islanded mode operation and subjected to a
rapid increase load as might occur if a large load is instantaneously brought online or an adjacent
generation resource such as a PV system is lost. Additionally, the simplified diesel generator
model response is compared to the response of the prior model version, which utilized higher
order, built-in governor and exciter models. Fig. 13 presents the dynamic simulation results.
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Figure 13: Islanded diesel generator load acceptance test. The simplified model response is
indicated by the traces labeled "SM4.[variable name]’. The higher order model response is
indicated by the traces labeled "SM1.[variable name]’. The model variables are: generator field
voltage (top-left); generator real and reactive power (top-middle); generator terminal voltage (top-
right); generator field current (bottom-left); generator prime mover torque (bottom-middle); and
generator rotor speed (bottom-right).
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The simplified generator model response closely approximates the higher order model re-
sponse. Additionally, both generator models maintain terminal voltage and rotor speed stability
despite an instantaneous 25% increase in load.

2.3.3 Three Phase GFM Inverter Validation

The three phase GFM inverter is representative of a bulk energy storage system that can be
paralleled to the grid. The inverter is controlled using a typical GFM droop control as described
in [17]. During grid connected operation, the inverter should automatically provide fast frequency
and voltage support in the event of large disturbances in the transmission system due to the
droop control dynamics. In the first pair of tests, the inverter operates in grid connected mode
and is subjected to a 25% grid voltage sag and a 1.0 Hz grid frequency sag. The dynamic
simulation results are documented in Fig. 14 and Fig. 15.
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Figure 14: Three phase GFM inverter grid voltage sag test. The inverter model variables are:
PCC breaker status (top-left); RMS average phase current (top-middle); RMS average phase volt-
age (top-right); measured frequency (bottom-left); and real and reactive power injection (bottom-
middle).

The inverter model maintained grid synchronization in both dynamic tests. Furthermore, the
inverter provides voltage support by increasing its reactive power injection in response to the grid
voltage sag as expected. Similarly, the inverter also provides automatic frequency response by
increasing its active power injection following the frequency dip.

The inverter is subjected to an instantaneous load increase while in islanded mode of operation
to ensure that the model maintains stable terminal voltage magnitude and frequency. Fig. 16 gives
the dynamics response of the inverter model.

The inverter successfully maintains voltage and frequency stability and exhibits the expected
steady state frequency and voltage steady state error according to the droop control laws.
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Figure 15: Three phase GFM inverter grid frequency sag test. The inverter model variables
are: PCC breaker status (top-left); RMS average phase current (top-middle); RMS average
phase voltage (top-right); measured frequency (bottom-left); and real and reactive power injection

(bottom-middle).
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Figure 16: Three phase GFM inverter islanded load acceptance test. The inverter model variables
are: PCC breaker status (top-left); RMS average phase current (top-middle); RMS average

phase voltage (top-right); measured frequency (bottom-left); and real and reactive power injection
(bottom-middle).
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2.3.4 Three Phase GFL Inverter Validation

The three phase GFL inverter is representative of a utility scale PV system that generates revenue
during grid connected operation and provides a local energy source when islanded. The GFL
inverter is controlled using the typical rotating reference frame control, which can be found in
[16]. The inverter is expected to regulate its active and reactive power injection according to
external controller setpoints with minimal transient error and zero steady state error despite grid
voltage and frequency disturbances. Several tests are performed to test the reference tracking
performance and disturbance rejection performance of the active and reactive power controls.
The results are presented in Fig. 17 through Fig. 20.
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Figure 17: Three phase GFL inverter grid connected active power reference step response test.
The model variables are: measured frequency (top-left); reactive power injection (top-right); RMS
average phase current (middle-left); RMS average phase voltage (middle-right); active power
injection (bottom-left); and PCC breaker status.

From Fig. 17 through Fig. 20, it can be observed that the inverter responds to the changes in
power dispatch within 1.0 s and rejects the frequency and voltage disturbances with reasonable
performance - transient changes in active and reactive power injections last about 0.5 s and do
not exceed 10% of the pre disturbance value. Note that control gain tuning was not performed
to improve the transient performance of this inverter model or other DER models as finding an
optimal set of gains that maximizes performance while ensuring stability for a range of SCRs
would be time consuming. Instead, the gains are left slightly detuned to prioritize a large stability
margin due to the uncertainty regarding the actual, effective grid impedance at the various PCCs
of the numerous instances of this model.
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Figure 18: Three phase GFL inverter grid connected reactive power step response test. The
model variables are: measured frequency (top-left); reactive power injection (top-right); RMS
average phase current (middle-left); RMS average phase voltage (middle-right); active power
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Figure 19: Three phase GFL inverter grid frequency sag test. The model variables are: measured
frequency (top-left); reactive power injection (top-right); RMS average phase current (middle-left);
RMS average phase voltage (middle-right); active power injection (bottom-left); and PCC breaker
status.
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Figure 20: Three phase GFL inverter grid voltage sag test. The model variables are: measured
frequency (top-left); reactive power injection (top-right); RMS average phase current (middle-left);
RMS average phase voltage (middle-right); active power injection (bottom-left); and PCC breaker

status.
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2.3.5 Single Phase GFM Inverter Validation

The single phase GFM inverter is representative of a small-scale energy storage system that
could be installed behind-the-meter and connected to single phase distribution. This inverter
model is controlled using typical GFM droop control. Similar to the three phase GFM inverter,
this inverter is expected to provide automatic fast frequency and voltage support while connected
to the grid. This is demonstrated in Fig. 21 and Fig. 22.

The figures demonstrate that the inverter provides a stable, well-damped response to the
frequency and voltage disturbances. This implies that the inverter is able to rapidly resynchronize
to changes in grid frequency and perform transient reactive power sharing with the grid voltage
source. Additionally, the changes in active and reactive power injection are consistent with the
expectation based upon the droop control laws.

The single GFM inverter is also expected to regulate frequency and single phase voltage when
operating in islanded mode. To test this capability, the inverter is disconnected from the single
phase grid voltage source and subjected to an instantaneous increase in load. Fig. 23 provides
the results of the load step response test. The figure illustrates that the inverter maintains stable
terminal voltage and frequency.
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Figure 21: Single phase GFM inverter grid frequency sag test. The model variables are:
measured frequency (top-left); reactive power injection (top-right); RMS average phase current
(middle-left); RMS average phase voltage (middle-right); active power injection (bottom-left); and
PCC breaker status.
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Figure 22: Single phase GFM inverter grid voltage sag test. The model variables are: measured
frequency (top-left); reactive power injection (top-right); RMS average phase current (middle-left);
RMS average phase voltage (middle-right); active power injection (bottom-left); and PCC breaker

status.
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Figure 23: Single phase GFM inverter Islanded load step response. The model variables are:
measured frequency (top-left); reactive power injection (top-right); RMS average phase current
(middle-left); RMS average phase voltage (middle-right); active power injection (bottom-left); and
PCC breaker status.
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2.3.6 Single Phase GFL Inverter Validation

The single phase GFL inverter is representative of small-scale PV systems that are commonly
installed behind-the-meter on rooftops. The inverter is expected to demonstrate adequate power
reference tracking performance and disturbance rejection. A similar set of tests that were used
to validate the three phase GFL inverter model are conducted for the single phase version. The
test results are presented in Fig. 24 through Fig. 27.

From Fig. 24 and Fig. 25, it is observed that the inverter model exhibits satisfactory responses
to active and reactive power dispatch signals respectively. Additionally, the inverter demonstrates
adequate disturbance rejection in Fig. 26 and Fig. 27. This is noteworthy, because implementing
rotating reference frame control for a variable frequency system is not a trivial task as it requires
generating the orthogonal components of single phase quantities without the use of the abc-dq
transform typically used in three phase systems or introducing a fixed time shift to achieve a 90
degree delayed version of the signal. The results in Fig. 26 indicate that the inverter successfully
generates the orthogonal components despite the change in frequency and uses them to calculate
active and reactive power measurements, which are then used in the closed-loop power control
and current control schemes.

In conclusion, each of the five DER model types was robustly tested to determine satisfactory
control performance. The default model parameters used in these tests are provided in the
Appendix along with the HYPERSIM model block diagrams.
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Figure 24: Single phase GFL inverter grid connected active power reference step response test.
The model variables are: measured frequency (top-left); reactive power injection (top-right); RMS
average phase current (middle-left); RMS average phase voltage (middle-right); active power
injection (bottom-left); and PCC breaker status.
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Figure 25: Single phase GFL inverter grid connected reactive power step response test. The
model variables are: measured frequency (top-left); reactive power injection (top-right); RMS
average phase current (middle-left); RMS average phase voltage (middle-right); active power
injection (bottom-left); and PCC breaker status.
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Figure 26: Single phase GFL inverter grid frequency sag test. The model variables are: measured
frequency (top-left); reactive power injection (top-right); RMS average phase current (middle-left);
RMS average phase voltage (middle-right); active power injection (bottom-left); and PCC breaker
status.
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Figure 27: Single phase GFL inverter grid voltage sag test. The model variables are: measured
frequency (top-left); reactive power injection (top-right); RMS average phase current (middle-left);
RMS average phase voltage (middle-right); active power injection (bottom-left); and PCC breaker

status.
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3.0 Mitigation Strategies Overview

3.1 SLAC3R

This section discusses the several mitigation strategies developed under the RD2C initiative and
used in the Capstone | project for integration with the HYPERSIM model. We first begin by
recalling the Grid Forming Inverter (GFM) inverter and then follow up with SLAC3R controls, a
two part controls, namely decentralized autonomous and coordinated.

3.1.1 GFM Model and Inverter Controls
3.1.1.1 Grid Forming Inverter
Consider the GFM inverter with CERTS droop-controlled GFM model from [18,19] as shown in

Fig. 28. The GFM inverter model consists of a P-f droop control, Q-V droop control as well as
over- and under-load mitigation strategy.

Figure 28: CERTS droop-controlled GFM inverter model, with (a) Q-V droop control, and (b) P-f
droop control, including over- and under-load mitigation (adopted from [19]).

In addition, there are low-pass measurement filters that measure the active (P), reactive (Q)
power, and voltage at the point of common coupling for the inverter. Fyq 4 and Qgig,4 are the
active and reactive power injections from the inverter into the grid, at phase ¢ € {a,b,c} while
Vgrid,¢ is the voltage at phase ¢ < {a,b,c}. The inverters also honor power rating constraints;
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therefore,
Pyrig € [Prmin, Pmax]

With the assumption that Pse; = 0 (i.€., the Pset is changed slowly compared to the inverter droop
control timescales), we have the P-f droop equations given by

6= w— wo (1)
TWw = wy — w + mp (Pset — Pny) (2)

where Py, = Z¢e{a,b,c}Pgrid,¢’ wo is the nominal frequency, m,, is the P-f droop gain, and Pset, Vset
are the real power and voltage inputs to the inverter dynamics. As mentioned earlier, the setpoint
dynamics and the inverter droop control dynamics operate at different timescales, and as such
there are separate control strategies for controlling the inverter dynamics (primary control) and
setpoint dynamics (secondary control) [20].

3.1.1.2 Primary Controls

The P-f droop control at the GFM inverters acts as a primary control to the inverters and operates
at millisecond (ms) timescales. The P-f droop controls (based on the internal inverter measure-
ments) react quickly to any disturbance in the system to stabilize the frequency. The input to the
droop controls is the reference setpoint (Pset Or Qset), Which is usually provided by the secondary
controls. The action of the droop controls in most cases will stabilize the frequency; however,
there are no guarantees that the frequency will go back to the nominal frequency (60 Hz).

3.1.1.3 Secondary Controls

The real power setpoints to the inverters are updated by the secondary controls by accessing the
inverter measurements. These controls could be either centralized or distributed and operate at
slower timescales (in the order of a few seconds), compared to primary controls. The objective of
this control is to change the real power setpoints in such a way that the frequency reaches nominal
with equal power sharing among the inverters. The secondary controls discussed in [21] are
implemented in this work. These controls are based on the leader-follower consensus framework
and coordinate the GFM and grid-following (GFL) inverters to achieve frequency restoration to
nominal frequency and accurate power sharing.

In the scope of this work, we define a safe operating region around the nominal frequency
and define resilience as the ability of the system to maintain this safe region irrespective of the
type of events happening on the system. Considering the timescale gap between the primary
controls and secondary controls of operation there is a blind spot and if an event happens during
this period the primary controls react but cannot ensure frequency resilience that could avoid
any violations that lead to blackouts. To bridge the timescale gap between the primary and
secondary controls and achieve resilience, we introduce reactive controls that are decentralized
and maintain resilience.

3.1.2 Decentralized Autonomous Controls

The functioning of the decentralized autonomous controls (DACs) is illustrated in Fig. 29 and is
described in detail as follows. The DAC framework that utilizes a few local measurements from
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Figure 29: Overview of the functioning of the proposed decentralized autonomous controls
(DACs): These inverter-based controls are located between primary and secondary controls.
When the frequency resilience constraints are violated, these controls adjust the secondary con-
trol setpoints to ensure frequency resilience, otherwise, these controls will not intervene and pass
the secondary control setpoints to the inverter. These autonomous controls are computationally
efficient and rely solely on local measurements available at the inverters themselves.

the inverters to maintain a predefined safe region for frequency under disturbances. We begin
by defining the local resilience constraints at each inverter.

At each inverter, suppose the frequency limits are defined as w € [wmin, Wmax] Where wmin, Wmax
are the lower and upper-frequency limits respectively. These pre-defined safe limits for frequency
at each inverter form the local resilience constraints that need to be maintained irrespective of
the nature of the disturbance. Therefore, the goal is to modify the set points Pset, such that
the local resilience constraints are respected. To this end, we introduce two barrier functions,
corresponding to lower and upper frequency limits, that act when frequencies deviate from the
safe limits either from below or above.

Consider the following barrier functions defined as,

>0, Safe
Bhi = w — Wmin, such that ¢ = 3
min(w) = @ = in, SU {< 0, Unsafe (3)
<0, Safe
Bmax(w) = w — wmax, such that {; 0. Unsafe (4)

We refer to Bmin and Bmax as the lower and upper barrier functions respectively. When the
lower (upper) barrier function is positive (negative), the lower (upper) frequency safe limit is not
violated. However, in the presence of a disturbance, if the lower frequency limit is violated, we
want the derivative of the lower barrier function to change its sign and become non-decreasing.
Similarly, due to a disturbance, if the upper frequency limit is violated, we want the derivative
of the upper barrier function to change its sign and become non-increasing. Thus we need the
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following conditions on the time-derivative of the barrier functions.

Bmm > Oéngm, )
Bmax < _aBmam (6)

where ¢ is required to be an odd number to preserve the sign of the right hand side of Egs. (5)-
(6) and « can be considered as control performance gain. The addition of the term, —aB/.
(—aBlax) on the right side of the barrier function derivative requires explanation. Whenever the
frequencies are inside the safe region, the lower barrier function is nonnegative and we can allow
the lower barrier function to decrease if the operating frequency is well inside the safe region.
However, when the operating frequency goes outside the safe region from below, we want the
lower barrier function to increase and the corresponding time-derivative to be non-negative (that
is, Bmin > 0)-

Similarly, the non-positive values of the upper barrier function indicate the frequency is within
the safety limits, and the upper barrier function can increase inside the safe region as long as
the operating frequency is lower than wmax. However, when the operating frequency increases
beyond, wmax, the upper barrier function should decrease and the corresponding time-derivative
should be non-positive (that is, Bmax < 0).

When the frequencies deviate outside the safe region due to an event, it is expected to
steer the system to the safe region in finite time and to achieve this, we modify, Bpmin > 0 to
Brin > aBg“n and similarly, Bmax < 010 Bmax < —aBlax. To achieve the desired performance
to maintain safety while ensuring the smoothness of the resulting control adjustment, we chose
q = 3. Therefore, from Eq. (5), we have,

1
Pset > Py + — (W —Wo — 04(0-) - Wmin)g) (7)
mp
= w > wnmin (lower limit)

Similarly, from Eq. (6), we have,

1
Pget < By + o (W —wp — a(w — Wmax)3) (8)
P

= w < wmax (upper limit)

The setpoint changes suggested by Eq. (7) and Eq. (8) result in a frequency that is within the safe
region. However, as the scope of this work is only concerned with maintaining the safe region
and allowing the secondary control to drive the frequency to the nominal value, it is sufficient to
make minimal setpoint changes such that either w = wpin Or w = wmax is Maintained. This results
in the following conditions.

1
Plet =P + mip (W —wp — a(w — Wmin)3) )

—— W = Wmin

1
set =P + (W —Wo — Oé(w - Wmax)g)

my (10)

_— W = Wmax

P

When any event on the system drives the frequencies outside the safe region either from below
(under frequency event) or above (over frequency event), the setpoints to the GFM inverters are
adjusted accordingly either by Eq. (9) or Eq. (10) to maintain the safe region.
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Figure 30: DAC implementation at each inverter. P} denotes the setpoint sent by the secondary
control, 1 = (Siny, m;) denotes the fixed parameters at the inverters and = = (w, Py, Qinv) denote
the measurements from the inverter.

These two cases are combined to deploy these safety controls at the inverters. Let PZ,, be
the set point given by the secondary controls or central dispatch to the inverter and let Pyt be
the setpoint seen by the inverter. Since the safe controls always act to maintain the safe region,

we have,

1
PPAC  otherwise (1)

P — Ps*et if wmin < w < Wmax
set —
set

where

PRRC = min(Ph, max(PRy, Ply)) (12)

where Ps%’t*c denotes the setpoints that are modified by the safety-promoting DACs. Note that
the control performance gain « is chosen in such a way that these safety-promoting DACs won’t
act if frequency violations will not happen. Therefore, when wyin < w < Wmax, Pset = Py, Which
essentially indicates that the real power setpoint provided by secondary controls will be passed to
the inverter. Furthermore, the following criterion ensures that the DACs setpoint changes respect

the capacity constraints, we have the following criterion.

Pmax — S2 2

set inv ~ ¥inv

Pset =min( PR, max(Psngitn, Pset)), (13)

where Qi = Z(ﬁe{a’b’c}Qgrid’qﬁ, and Si, is the size of the inverter. The implementation of the
safety-promoting DACs is illustrated in Fig. 30. The DACs use only a few measurements from
the inverters to adjust the real power setpoints at the inverters and maintain the safe frequency
region (in other words, local resilience). The real power control setpoints are modified according to
Eq. (12) which is an algebraic equation, and as a consequence, these controls are computationally
efficient. Therefore, due to the decentralized autonomous and computationally efficient properties
of the DACs, they are more suitable for real-world applications.

Fig. 31 provides an overview of how the DACs function during the onset of a dynamic event.
When a dynamic event occurs that results in an over-frequency event and the safe region is
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Figure 31: lllustration of the functioning of safety promoting DACs when frequency violations
occur.

violated, the control setpoints are modified in such a way that the frequency safe region is
maintained (that is, P22 modified such that Bmax < 0).
The following algorithmic procedure encapsulates the entire DAC implementation methodology

applicable to any GFM inverter.

Algorithm 1 DAC algorithm to compute the new setpoint at any GFM inverter

Require: Fixed parameters Sy, mp, @

Inputs: w Planlnw et
Compute Plo% P8 from Egs. (9)-(10)
Find Pset from Eq. (11).
Use Eq. (13) to ensure Py is within the absolute limits.

Outputs: Pyt

3.1.2.1 Control Performance Design Guidelines

The control performance parameters, a and ¢ are introduced to ensure certain conditions on the
time-derivative of the barrier functions which results in appropriate control setpoint changes to
guarantee the safe frequency region. Since we want the control to act minimally inside the safe
bounds and act significantly when outside the safe region, we cannot have a constant rate of
change for the derivatives of B,,;, and B,,.., and hence the derivatives of B,,;, and B,,., need
to be nonlinear as a function of the frequency deviation. This is achieved by introducing ¢ and
theoretically, ¢ can be any odd natural number.

However, for large ¢, B! . or B}, grows exponentially fast for large deviations in frequency
and makes the control extremely aggressive. Thus, for practical consideration, we cannot choose
large ¢q. Therefore, for large deviations in w, Binin and B,,.. becomes extremely large. On the
other end, for ¢ = 1, the derivatives of the barrier function remain constant both inside and outside
the safe region. Hence, we chose ¢ = 3, the smallest odd natural number greater than one.

To control the time-derivative of barrier functions, the control performance gain, o > 0 is
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introduced in Egs. (5)-(6). For a given o > 0, Byi, Or B, reaches steady state exponentially.
In practical scenarios, the value « is adjusted to magnify the frequency error, thereby enabling
smoother control. Consequently, the selection of « depends on the chosen value of ¢q. For
instance, consider ¢ = 3, wWmin = 59.5H z, wmax = 60.5Hz and current w = 59.4Hz. Then o must
be at least |(59.4 — 59.5)3| = 0.001. If a < 0.001, then the control does not see any deviation from
the safe region and hence won’t act. However, suppose if & > 0.001, then the controls would
start acting and the control action becomes aggressive if « is larger.

3.1.3 Coordinated Controls

In the onset of adversarial events and other unforeseen events (such as losing an inverter in
a microgrid), to ensure system-wide stability guarantees and achieve resilience, we present a
cooperative control that appropriately updates the control setpoints to the device or subsystem
controls by transitioning the operating point (set by the centralized slower control). The coopera-
tive control operates relatively at a faster timescale when compared to the supervisory centralized
coordinator and is located a level below it but lies above the decentralized autonomous controls
among the hierarchy of controls.

Following [21], a real-time distributed algorithm based on consensus is considered for all the
inverters that updates the setpoints P;.:, Vit t0 correct the steady-state deviations of system
variables. The update rule can be written as follows:

Py, . = Psety; — Gi(wi —wo) — &2 > (mp, Peet, — My, Psat, ) (14)
J#1

Vg, = Vet = G(Vi = Vo) = G Y (mg, Qi — my, Q) (15)
i

where the index k denote the time and i denote the i*" inverter. The constants, G, j=1{1,2,3,4}
are the corresponding weights essentially trading off between achieving consensus against reach-
ing the nominal frequency and voltage. For GFM inverters, as they can regulate their own fre-
quency and voltage independently, (; # 0 and (3 # 0 whereas for GFL inverters, (; = 0 and
(s = 0. Note that Egs. (14) and (15) denote the distributed implementation of the coordinated
controls.

The neighboring inverter measurements (setpoints) are needed the implementation of coordi-
nated controls. These measurements were exchanged via physical aware cyber platform (PACP)
introduced later in this section.

3.1.3.1 Implementation Challenges

In the HYPERSIM implementation of these controls, it was noticed that for GFM inverters, they
accept the real power and voltage setpoints, however for GFL inverters, they do not accept the
voltage setpoint, but accepts the reactive power setpoints. Therefore, the voltage setpoints are
appropriately converted to reactive power setpoint as follows:

Qset = (Vo — Vset)/mq + Qinv (16)

All the setpoint calculations are performed in pu values by considering the measurements in pu
values.

Additionally, to avoid extreme control actions during any high impact low probability events,
we limit the control actions to reasonable values by putting saturation constraints on the controls.
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These saturation limits are included besides the capacity constraints. For real power and voltage,
we have the following saturation limits.

Pset E [_1, 1]
Veet € [0.8,1.2]

3.2 ALERT Controls

Grid Model Updates

Grid
Grid Model Simulation in
HYPERSIM

Generation
Capacity & Load Robust Predictive
Dispatch (ALERT)

P & Q Dispatches
for Generators to

Resilience HYPERSIM

Specifications

Adversarial

events

Figure 32: Schematic diagram of ALERT coordination with HYPERSIM.

Figure 32 illustrates the coordination framework of the ALERT controller. The controller re-
ceives as inputs the grid model, generation capacity and load, resilience specifications, and
adversarial events. Based on this information, it solves a robust multi-period optimal power flow
problem to determine the active (P) and reactive (QQ) power dispatches of generation resources,
while ensuring appropriate reserve margins. Since ALERT operates as a predictive controller,
it continuously updates its optimization across multiple periods. Consequently, any grid model
changes—such as generator or branch outages, or corrective actions applied within HYPERSIM—
must be communicated back to ALERT for consideration in subsequent optimization cycles. The
resilience specifications include operational constraints such as reserve margins and solar curtail-
ment limits. Adversarial events represent both cyber-physical and weather-induced disruptions,
including load alterations, diesel generator outages, solar inverter failures, and reductions in solar
irradiance, as well as combinations thereof. These events are defined by the system operator in
accordance with their risk preferences (risk aversion or risk tolerance), and they directly inform
the robust dispatch formulation described in the following section.

The detailed formulation of multi-period, robust predictive optimization for ALERT can be found
in [4]. Here, we present only the robust formulation of the ALERT controller. The central princi-
ple behind making the optimization robust is to allocate sufficient reserves across dispatchable
resources, such as diesel generators and solar inverters—so that local controllers have room to
adjust their outputs in response to adversarial events.
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In its most general form, the robust optimization problem can be written as:
minmax f(u, w) (17a)
st g(u,w) <0, Ywe Qw (17b)

where g(u,w) represents the operational and resilience constraints. For details, see [4]. In (17),
u denotes the nominal operational decisions, while w represents the adversarial events.

The above formulation (17) can be reformulated using the explicit maximization method [22]
as:

~

min fu), st g(u) <0 (18)

~

where f(u) = max,, f(u,w) and g(u) = max, g(u,w). This reformulation eliminates the distur-
bance terms. If both f(u) and g(u) are convex, the resulting optimization problem remains convex
and can therefore be solved efficiently.

System resilience is enforced by embedding user-defined weights into reserve margin re-
quirements and by introducing penalty terms into generation costs. The objective of this robust
microgrid optimization is to minimize solar and load curtailments, minimize diesel generator us-
age, and maximize reserves, while simultaneously satisfying network constraints. Furthermore,
reserve payments for generators are modeled such that reserve payments decreases with in-
creasing reserve allocation, thereby incentivizing efficient reserve management.

3.2.0.1 Implementation Challenges

The implementation of the ALERT controller in HYPERSIM presented several challenges. First,
the ALERT controller incorporates predictive control and online adaptation for adversarial events.
However, for this effort, SLAC3R and P2PC were employed as local adaptive controllers. To
address this, the predictive and online adaptation components of the ALERT controller were
decoupled, and only the predictive component was utilized. Second, while ALERT traditionally
coordinates via GridLAB-D, in this implementation, the controller was interfaced with HYPER-
SIM using virtual machines. Third, the original predictive optimization algorithm did not account
for optimized reserve capacity across total resource capacity (kVA); instead, reserves were allo-
cated separately for active power (P) and reactive power (Q). This was modified to incorporate
reserve capacity as a proportion of the total resource capacity, which is critical for accurately
modeling reserves during generator outages. Furthermore, a linear reserve vs reserve payments
is modeled to tradeoff the reserve maximization and dispatches. Fourth, the ALERT code was
refactored to accept input and produce output within the execution of a single script. Finally,
an automated script was developed to generate ALERT inputs for any power network model,
significantly reducing the need for manual input preparation.

3.3 Coordinated Voltage Support with Peer-to-Peer Control

We analyze a system of N microgrids, denoted as MGy, ..., MGy, operating in a networked mi-
crogrid configuration. Each microgrid is equipped with its own dedicated controller, which gathers
data from devices within that specific microgrid and executes various control tasks. Additionally,
these controllers have the capability to share information with one another. We consider that
the microgrids need to collectively communicate and decide on the additional reactive power
support from individual microgrids that are fairly shared with respect to their ratings and available
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reactive power headroom. Before the event happened and in nominal operating conditions each

MG controller keeps track of their inverter reactive power headroom Q"™ ... Q%™ For the
inverter j in the MG i, the reactive power headroom is computed as:

Qn:l;ax_head,nom — S2 z j’ (1 9)
Qh,Jnom _ Qmax head,nom Qi,jv (20)

where S; ; is the apparent power rating, and P;; and Q;; are the active and reactive power
measurements, and using peer-to-peer consensus estimates the total nominal reactive power
headroom Q=nom — SN QRno™ “Each MG compute their reactive power headroom and monitor
voltages in a continuous manner at fixed periodic intervals. If any of the MG exhibits voltage
deviations from the nominal due to some internal disturbances, the P2P controls then assigns a
new voltage setpoint to the inverters based on the available reactive power headroom from the
other MGs.

At any given time after the event, the MGs compute their available headroom Q'f’e, ey ’]V’e
using the current active and reactive power measurements similarly as shown above for the
nominal condition and the total availability Q¢ = Zf\’l Qh’e using the peer-to-peer consensus.

Suppose if Q > 0, then there is non-zero reactive power headroom to support the peer-to peer

control operatlons and have reactive power sharing among the microgrids. However, if Q <0,
then, there is no reactive power headroom and will not participate in the peer-to-peer control
operations. Subsequently, we estimate the total reactive power needed (i.e., AQ) after a voltage
event as:

(Qh,e _ Qh7nom)
Zi Si

where the change in reactive power headroom captures the impact of the voltage event in the
reactive power deficit. The scaling factor a > 1 helps to consider the consumptions of other
reactive components such as shunt elements apart from the inverters.

MG controllers then locally determine the amount of additional reactive power injection within
their headroom.

AQ =« p.u., (21)

gt Qg pu (22)
=5 @)

Subsequently this additional reactive power requirement has been transferred to individual
inverters in the microgrids using the following:

add_head h,
Q- Qy

inv_share 1,J
AQZ7] - Qh,e p.u.
7
i,J inv_share
AVset pop, ; = —myg’ - AQ; p.u.

The voltage control setpoints are sent to the inverters via the SLAC3R Coordinated controls as
described in the subsequent integration section.

3.3.0.1 Resilient P2P Controls:

To deal with the cyberattack on the MG computations and communication links, we have devel-
oped a resilient consensus algorithm in [5,23] that determines the total nominal reactive power
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headroom Q" = 3"V Q?’O, and the total headroom after the voltage event Q¢ = "V | Q?’e in
the presence of cyberattacks. For general purpose notational use, let us denote Q; to be the re-
active power headroom variable of interest for the i-th MG during a particular resilient consensus
computation interval, i.e., Ql denotes Q?’O for the initial headroom computation, and Q?’e for the
after-event headroom computation. In this work, we consider that the MG controller can get cyber
attacked on the computation when estimating the total reactive power headroom, i.e., the data
injection attack to computation of MG controller is considered. In the consensus algorithm, MG
controller i updates its estimate of the reactive power headroom at consensus iteration (k + 1)
based on the previous consensus step k, as follows:

Qfﬂzwii()?‘i' ZwijQ;?—l—u?,k:O,l,... (23)
JEN;

where w;; represents the weight assigned to controller j, and uf accounts for the perturbations
introduced by a data injection attack.

Suppose there are f malicious MG controllers, indexed by the set F = {z;1,...,z;s}. Let Q"
denote the vector of reactive power headrooms, and let W denote the weight matrix. Then, (23)
can be expressed compactly as:

Q"1 = waQ* + Bruk, (24)
where Br = [eﬂ?N eiﬁN], with e;; x denoting the N-dimensional unit vector having a 1 in
the i1" position, and u = [(uf’l)T (i

During the update step &, the exchanged information among MGs provides controller i with
the measurement

yr =c,Q", (25)

where C; is a (deg; +1) x N matrix containing a single 1 in each row, indicating the positions of
the local values available for the linear consensus update law.

The objective is to relate the observable sequence y¥ collected over iterations k to the initial
vector of reactive power headrooms Q°. By combining (24) and (25), we obtain the stacked
observation model over K iterations:

Yo = 0, kQ° + M UG (26)
T
where y*X = [(y?)T (y})T - (y¥)T] . and
e _ T
u(J)T.K 1_ [(qu)T (u}T)T (u? T

To deal with the cyberattack to MG controllers, each MG controller uses the resilient consensus
algorithm (Algorithm 2) following from [23, 24] to determine the total reactive power headroom
in the presence of cyberattacks on the MG controllers. As showed in these works, to deal with
the risk of cyberattacks on MG controllers, it is necessary that the P2P graph has sufficient
connectivity, i.e., if there are f MG controllers got cyberattacks, then then P2P graph needs
to have (2f + 1) connectivity. This condition also holds in the event of cyber attacks to the
communication links, where the resilient consensus can still accurately estimate the total reactive
power headroom if the remaining communication graph possesses 2f + 1 vertex connectivity. [5]
describes a methodology for risk-informed P2P communication graph generation.
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Algorithm 2 Resilient consensus algorithm for estimating the total of reactive power headroom [5]
Data: Generated P2P graph with required connectivity

Result: Estimates of the total reactive power headroom of all the MGs

for i=1:1:N do

1.Receive the reactive power headroom of the neighbouring controllers Qj,j e N;, and
construct y* based on (25).

2. Run linear iterative updates using (24).

3. Construct matrices O; 1, and /\/lf -

4. Estimate Q° = [Ql, . QN} by reversing (26) with the rank condition given in Theorem 1 in [23]
5. Calculate the total headroom of the NMG Y1 | Q;.

The Physically Aware Cyber Platform (PACP) is a middleware solution [6] with the goal to provide
increased resilience to high—fidelity cyber-physical systems at the cyber layer. It detects and
mitigates various communication latencies, glitches, disconnections, etc., and cyber—attacks such
as distributed—denial-of—service (DDoS) and Man—in—The—Middle (MiTM) attacks in support of
achieving resilience goals. The platform will proactively handle problems on the cyber layer,
inform the control applications with detected problems and aid in applying cyber—informed resilient
control strategies. PACP will inspect data packets and monitor network performance to detect
malicious behavior such as DDoS attacks and command injection or false data injection attacks
through a MiTM attack node. PACP uses ML models to detect the type of attack, confidence
level. An RL mitigation agent acts at the cyber layer by using the detection output and other
network traffic information such as throughput, network paths as input and try to block the traffic
from attack node or reroute the traffic, if possible, through alternate network path such that it
reduces the impact of the attack.

PACP’s software framework has 4 main components. PACP’s main component is its Data
Transfer module which handles the data communication between nodes. The other three are the
Data Management, Detection, and Mitigation modules. The Data Management module supports
storing data sent between publishers and subscribers into a SQL database. The Detection and
Mitigation modules include a ML classifier model to detect the presence of DDoS attacks given
network data, and a Reinforcement Learning mitigation agent to reroute network traffic.

This Data Transfer module is the main component used in the Capstone 1 project to facilitate
communication channels between the 8 VMs in Microgrid—3. A given PACP participant can have
multiple publications or subscriptions with other PACP participants and transfer or receive data
from them.

Each inverter VM in our Microgrid—3 architecture is both a publisher and subscriber. The 8
nodes all publish and send active and reactive power setpoint values calculated by the SLAC3R
coordinated control algorithm to the other 7 nodes while also subscribing to every node to get
their updated setpoint values. PACP handles the payload which is defined as a datatype with
three fields (Inverter Name, Active Power Setpoint, Reactive Power Setpoint).

A pymodbus [25] script was created and integrated with our cooperative control code which
manages data connections between HYPERSIM and the inverter VMs as well as the P2PC VM
with the Microgrid—3 inverter VMs using the Modbus protocol.

To facilitate communication for SLAC3R cooperative control, a PACP participant is created for
every inverter where we initialize its publications and subscriptions to the other Microgrid—3 nodes.
After the initialization phase, a loop runs for the rest of the simulation that continuously receives
values from the HYPERSIM simulation via pymodbus that is required by all of the controls.
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Figure 33: PACP and Modbus-TCP connections diagram.

Each microgrid ALERT algorithm calculates active and reactive power setpoints for the invert-
ers at a slower time scale. These setpoints are transferred to the inverter controller VMs through
PACP connections where they are processed and modified (if necessary) by the SLAC3R control
algorithm to achieve local safety constraints. In parallel, P2PC voltage setpoints are sent via
the pymodbus script running on a separate VM to each Microgrid—3 inverter controller VM. The
inverter controller VMs exchange setpoints with their peers in order to accomplish consensus
control objectives using PACP connections. Finally, each inverter VM uses a bare Modbus-TCP
connection, implemented using pymodbus, to send setpoints to the simulated inverter primary
controllers in the HYPERSIM simulation. Figure 33 illustrates the various connections between
the networked virtual machines hosting the hierarchical control system and describes which con-
nections are managed by PACP and what control algorithms are hosted on each virtual machine.

3.5 Control Integration

In the above sections, we introduced, the PACP, SLAC3R-L (DACs), SLAC3R-C, P2PC, and
ALERT mitigation strategies. The SLAC3R-L controls are implemented directly on HYPERSIM
using functional blocks of HYPERSIM and the control gains, frequency limits are embedded into
it. The communication between the inverters or MGs is facilitated via PACP. The ALERT and
P2PC controls are integrated with the SLAC3R-C controls.

It is important to reiterate that the SLAC3R-L controls are controls at the inverters, SLAC3R-C
are distributed controls in the microgrid, ALERT is a centralized predictive optimization with in a
microgrid and finally, the P2P controls are between the microgrids in a NMG setting.

First, we discuss the P2P controls integration. The P2P control outputs additional change
in the voltage setpoints to the inverters. As this is the correction required besides the existing
SLAC3R-C controls, they are added together as follows for the j-th inverter in the i-th MG.

Vset,; = Veet_SLACSR, ; T AVset_pop, , P-U. (27)
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Figure 34: Depiction of timescales of operation of various control strategies

where the SLAC3R-coordinated algorithm’s voltage control setpoints are computed based on
Eq. (15) for individual inverters. vset denote the voltage setpoint of the j-th inverter for the MG i.

Next, we discuss the mtegratlon of the ALERT controls with the SLAC3R-C controls. First,
we recall that ALERT control outputs the real and reactive power setpoints to the inverters.
SLAC3R-C outputs the real power and voltage setpoints to the inverters. As ALERT optimization
runs at slower timescales compared to SLAC3R-C, we bias the SLAC3R-C setpoints according
to ALERT setpoints. Since the control update step involved in SLAC3R-C controls uses the
real power setpoints and reactive power measurements, we scale them according to ALERT
setpoints. Finally, we now have the following update step of SLAC3R-C controls (Egs. (14) and
(15)) considering the ALERT setpoints.

P. t; Pset-
Psttk,i = Psety,; — Gu(wi —wo) — G2 Z (mpz PAiZRT My, PALEJRT> (28)
j#i set; set;
Qi Qj
‘/S—gtk,i = Veet,,, = G(Vi— Vo) =G Z <m‘1i QALéRT — My, QALI]ERT (29)
j#i i j

3.5.0.1 Summary of Mitigation Strategies and their Timescales

The SLAC3R-L controls are implemented to operate at the timescales of droop and the SLAC3R-
C alongside P2PC is run every 0.5s. Since ALERT is a centralized optimization, it is run every
minute. Fig. 34 is an depiction and description of the timescales of operation of all the controls
integrated into HYPERSIM.

The Table. 8 captures the inputs and outputs required by each control and the offline data
they need for their computations.
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SLAC3R-C
(every 0.5s)

P2PC
(every 0.5s)

ALERT
(every 1 min)

Local Inputs

Neighbor Inputs
(via PACP)

Outputs (via
pymodbus)

Offline Data

Inverter voltage,
frequency

Real and reactive power
setpoints

GFM: Pset, Vset; GFL:
Pref, Qref

Inverter parameters such
as inverter rating,
nominal output power
Droop coefficients
Nominal voltage Inverter
type/location

Generated
inverters real and
reactive power

Microgrid reactive
power headroom

AQset per for
each INV

Inverter rating,
Inverters nominal
real and reactive

power

Estimated disturbance
scenario

Independent optimization
per microgrid

Pset, Qset for all
inverters, DGs

Besides inverter data,
they need network
parameters,
location/magnitude of
loads, DG locations, size,
nominal output power

Table 8: Summary of control strategies inputs/outputs and the data required for their operation.
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4.0 Real-Time Cyber Physical Testbed Overview

4.1 Controller Network Architecture

This section will discuss the specifics of the testbed used to implement the hierarchical control
system. The hierarchical control system realized in this project integrates multi-time scale con-
trollers, such as — (a) SLAC3R, (b) ALERT and (c) P2P. Additionally, SLAC3R has 2 different
components, (1) SLAC3R-L: local and device-level and (2) SLAC3R-C: distributed, coordinated
and system-level.

Figure 35 shows the proposed testbed architecture for an IEEE 9500 node test system. How-
ever, due to issues with modeling of the 9500 node system, a smaller distribution system (modi-
fied IEEE 123 node test system) is implemented for testing the hierarchical controls. The actual
implementation architecture for this system is shown in Fig. 36.
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Figure 35: Proposed testbed architecture for large-scale distribution system (such as IEEE 9500
node test system)

The testbed design utilizes a virtual subnetwork for controllers associated with each microgrid.
The subnetworks are connected through a virtual router, implemented using a Linux virtual ma-
chine (VM). To make the communication network scalable, the subnetworks are also connected
through a VM hosting the Network Simulator-3 (NS3), which emulates a virtual communication
network. The implementation and usage of NS3 is delineated in Fig. 36.

The first level of control (SLAC3R-C) is connected to the OPAL-RT ethernet interface, acting
as the Local-Area Network (LAN), such as a substation communication network, and utilizes
MODBUS for communication of measurements and control signals between the simulator and
the controllers. The higher-level controls that require peer-to-peer communication, receive local
data from SLAC3R-C, and exchange information with peer controllers over the wide-area net-
work (WAN). The WAN allows communication through PACP subscribers and publishers over
FAST-DDS protocol as well as through MODBUS protocol. The routing between the different
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subnetworks is enabled through IP routes added to each controller VM. For example, for con-
necting a controller VM from subnet-1 with other subnetworks via the virtual router, the following
IP route is added to the VM:

sudo ip route add 192.168.0.0/16 via 192.168.101.200 dev ens3

where 192.168.101.200 is the IP address of the virtual router connected to the ens3 network
interface of the controller VM in subnet-1. The virtual router automatically routes a packet arriving
from one subnetwork to the other (connected to one of its interfaces) if the IP forwarding on the
router is enabled. The command for enabling IP forwarding on the router is:

sudo sysctl -w net.ipv4.ip_forward=1
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Figure 36: Implemented testbed architecture for the IEEE 123 node test system

The IEEE-123 bus networked microgrid (MG) with 3 self-sustaining MGs is simulated in HY-
PERSIM OPAL-RT target, where the controllers are communicating with OPAL target utilizing
Modbus-based communication. At the system level, there are 3 MGs, namely MG-1, 2 and 3,
and respectively, have 1 DG + 1 GFL + 4 GFMs, 1 DG + 1 GFL + 1 GFM, and 1 DG + 1 GFL
+ 7 GFMs. From control design’s perspective, for each GFM and GFL, there are 4 measured
inputs from HYPERSIM, which are active power P, reactive power @, frequency f and voltage
V', while for GFM there are 2 control outputs —active power set-point P,.; and voltage set-point
Vset, and for GFL, the control outputs are P;.; and Q,.; (reactive power set-point). DGs are only
designed to receive Ps.; and Q..; from ALERT controller.

Without loss of generality, the testbed development includes a detailed distributed implemen-
tation architecture of SLAC3R-C for MG-3 only, while for MG-1 and 2, the distributed implemen-
tation architecture is not followed. Note that this does not make any modification in the developed
SLAC3R-C algorithm. Therefore, we assigned 1 Modbus slave for MG-1 (Slave-1), 1 Modbus
slave for MG-2 (Slave-2), 8 Modbus slaves (Slave-3 to 10) for each inverter (GFM+GFL) of MG-3,
and 1 Modbus slave (Slave-11) for receiving DG set-points of MG-3. In the controller side, the

Real-Time Cyber Physical Testbed Overview

56



Table 9: VM details and its corresponding IP addresses.

PNNL-38264

VM Index VM Name IP Adress Purpose Type

VM-1 MG1-PACP-SLAC3RC-ALERT 192.168.102.1 SLAC3R-C + ALERT LINUX
for MG-1

VM-2 MG2-PACP-SLAC3RC-ALERT 192.168.103.1 SLAC3R-C + ALERT LINUX
for MG-2

VM-3 MG3-PACP-SLAC3RD-1 192.168.101.1 SLAC3R-C + ALERT LINUX
for INV-67 in MG-3

VM-4 MG3-PACP-SLAC3RD-2 192.168.101.2 SLAC3R-C + ALERT LINUX
for INV-72 in MG-3

VM-5 MG3-PACP-SLAC3RD-3 192.168.101.3 SLAC3R-C + ALERT LINUX
for INV-76 in MG-3

VM-6 MG3-PACP-SLAC3RD-4 192.168.101.4 SLAC3R-C + ALERT LINUX
for INV-78 in MG-3

VM-7 MG3-PACP-SLAC3RD-5 192.168.101.5 SLAC3R-C + ALERT LINUX
for INV-80 in MG-3

VM-8 MG3-PACP-SLAC3RD-6 192.168.101.6 SLAC3R-C + ALERT LINUX
for INV-81 in MG-3

VM-9 MG3-PACP-SLAC3RD-7 192.168.101.7 SLAC3R-C + ALERT LINUX
for INV-82 in MG-3

VM-10 MG3-PACP-SLAC3RD-8 192.168.101.10 SLAC3R-C + ALERT LINUX
for INV-97 in MG-3

VM-11 MG3-PACP-ALERT 192.168.101.253 ALERT for MG-3 LINUX

VM-12 MG1-ALERT 192.168. 253.3 ALERT for MG-1 Windows

VM-13 MG2-ALERT 192.168. 253.6 ALERT for MG-2 Windows

VM-14 MG3-ALERT 192.168. 253.1 ALERT for MG-3 Windows

VM-15 P2PCC 192.168.101.11  P2P for MG-1, MG-2 Windows

and MG-3

test-bed development involves 15 Virtual Machines (VMs) with specific purposes, as detailed in
Table 9.

OPAL-RT target utilizes Modbus communication in sending/receiving data to and from control
VMs, as shown in Fig. 37.

1. Modbus Slave-1 Input Registers to send P, @, f, V of all MG-1 inverters to VM-1 and Modbus
Slave-1 Holding registers to receive Pj., Vit (for GFMSs), Qg (for GFL) from VM-1 of all
MG-1 inverters and P, Qs of MG-1 DG.

2. Modbus Slave-2 Input Registers to send P, @, f, V to VM-2 and Modbus Slave-2 Holding
registers to receive P, Vier (for GFMs), Qe (for GFL) from VM-2 of all MG-1 inverters and
Piet, Qser of MG-2 DG.

3. For MG-3, for each inverter, we designated individual slaves. Therefore, Modbus Slave-3 to
10 Input Registers are utilized to send P, @, f, V of inverters to VM-3 to 10, respectively.
While Modbus Slave-3 to 11 Holding Registers are used to receive P (for both GFMs and
GFLSs), Viet (for GFMS), Q. (for GFLs and DGs) from VM-3 to 11, respectively.
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vM-3 [_] MG3-PACP-SLAC3R-1
VM-4 [_] MG3-PACP-SLAC3R-2
vM-5 [__] MG3-PACP-SLAC3R-3
VM-6 [__| MG3-PACP-SLAC3R-4
vM-7 [[_] MG3-PACP-SLAC3R-5
vM-8 [__] MG3-PACP-SLAC3R-6
vM-s [__] MG3-PACP-SLAC3R-7
VM-10 [_] MG3-PACP-SLAC3R-8
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Figure 37: Modbus Communication (Comm.) in between OPAL-RT target and VMs
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Figure 38: Communication (Comm.) among Control VMs

Next, we describe communication among control VMs.

1. As shown in Fig. 37 and mentioned in Table 9, for each inverter in MG-3, we assigned 1
VM for their SLAC3R-C-based P;., Vier (for GFMs) and Q.et (for GFL) computation. In

that process, VMs 3 to 10 communicate among themselves for consensus objective through
PACP-based communication.

2. For computational simplicity, we assigned separate Windows VM for ALERT computation
as detailed in Table 9; now to receive the ALERT set-points from those Windows to Linux
counterpart, we utilize PyModbus-based communication for each MG.
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3. As detailed distributed modeling is done for MG-3, so ALERT set-points for MG-3 are sent
from VM-11 to each MG-3 VM (VM-3 to 10) via PACP-based communication. This kind of
communication is not needed for MG-1 and 2.

4. Finally, the P2P control is computed in VM-15 —this necessitates sending P, ) and receiving
P2P-based voltage set-points for VM-1 (for MG-1), VM-2 (for MG-2) and each of MG-3 VMs
(VM-3 to 10). All these communications are achieved through PyModbus-based communi-
cation, as shown in Fig. 38.

4.2 Power System Real-Time Simulation
4.2.1 Simulation Automation Tool

Large-scale simulation models, such as those comprising thousands of interconnected compo-
nents, require meticulous configuration of numerous parameters to accommodate diverse exper-
imental scenarios. In particular, DER parameters often need to be adjusted to reflect varying
operational conditions and research objectives. Manually updating these parameters across
such expansive models is not only labor-intensive but also susceptible to human error, which
can compromise the accuracy and consistency of simulation results. Furthermore, executing
multiple scenarios within these complex environments demands significant time and effort. To
overcome these challenges, a Python-based automation framework was developed to streamline
both DER parameterization and scenario execution. This solution enables users to efficiently
configure model parameters and run simulations with minimal manual intervention, thereby en-
hancing reproducibility, scalability, and overall workflow efficiency in large-scale power system
studies.

This section introduces an automated tool designed to enhance the efficiency and accuracy
of real-time simulation workflows. The tool integrates built-in model parameterization capabilities,
allowing users to easily configure and customize a wide range of testbed scenarios without
manual intervention. By automating the setup process, it significantly reduces the time and effort
required to prepare simulations, while ensuring consistency and reproducibility across different
testing environments. This functionality is particularly valuable for researchers and engineers
who need to rapidly iterate through various configurations to evaluate system performance under
diverse conditions. The methodology and execution of the automated tool is described in the
following sections.

4.21.1 Automated model parameter JSON creation

The automated creation of model parameter JSON files involves dynamically generating struc-
tured JSON configurations that define key model parameters from the input CSV files, eliminat-
ing the need for manual input and reducing the risk of human error. By leveraging predefined
templates and scenario-specific inputs, the system ensures consistency across test runs while
enabling rapid customization for different simulation conditions. This automation accelerates
the deployment of real-time simulations and enhances reproducibility and scalability. Figure 39
represents the process of updating the DER model parameter in this tool.

CSV file

Figure 40 presents the template containing all relevant model parameters for DERs in the IEEE
123 bus model with added GFM and GFL inverters. Users are required to populate this template
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Import DER Configuration Template
in CSV format

Convert to structured JSON format

Automated DER model Parameter

Figure 39: Flowchart representing automated DER model parameter update

with the appropriate DER model parameters in the specified format to enable the creation and
updating of DER configurations within the HYPERSIM simulation environment.

A B c D E F G H ! J K L M N o P Q R s T u v
1 |NAME .MODEL PHASES  SBASE VBASE FBASE XFMR_V1 XFMR_V2 XFMR_W1 XFMR_W2 XFMR_RS XFMR_LS XFMR_RM XFMR_LM LCL_L1 ICI12 ICLRT ICLR2 ICLC1 LCLESR1 STATOR_W STABILITY_R
2 |DGS0 diesel_dg_ 3 600000 4160 60 -1 -1 NA NA -1 -1 -1 -1 -1 -1 -1 -1 -1 -1D 20
3 |DG300 diesel dg 3 600000 4160 60 -1 -1 NA NA -1 -1 -1 -1 -1 -1 -1 -1 -1 -1D 20
4 |DG100 diesel_dg 3 600000 4160 60 -1 -1 NA NA -1 -1 -1 -1 -1 -1 -1 -1 -1 -1D 20
5 |INv42 inv_3ph_g 3 80000 480 60 4160 480 D Y 0.012  0.0862 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
6 |INV76 inv_3ph_g 3 90000 480 60 4160 480 D Y 0.012  0.0562 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
7 [INV101  inv_3ph g 3 60000 480 60 4160 480 D Y 0.012  0.0562 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
8 |INV51 inv_3ph_g 3 140000 480 60 4160 480 D Y 0.012  0.0562 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
9 |INVE0 inv_3ph_g 3 80000 480 60 4160 480 D Y 0.012  0.0962 100 100 0.09 0.05 0.005 0.005 0.05  0.0001 NA -1
10 [INV10S  inv_3ph g 3 190000 480 60 4160 480 D Y 0.012  0.0962 100 100 0.09 0.05 0.005 0.005 0.05  0.0001 NA -1
11[INV135  inv_3ph_g 3 150000 480 60 4180 480 D Y 0012 0.0562 100 100 0.05 005  0.005  0.005 0.05  0.0001 NA -1
12 |INV40 inv_3ph_g 3 180000 480 60 4160 480 D Y 0.012  0.0562 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
13 |INV48 inv_3ph_g 3 200000 480 60 4160 480 D Y 0.012  0.0562 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
14 |INV67 inv_3ph_g 3 90000 480 60 4160 480 D Y 0.012  0.0562 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
15 |INV97 inv_3ph_g 3 140000 480 60 4160 480 D Y 0.012  0.0562 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
16 |INV72 inv_3ph_g 3 200000 480 60 4160 480 D Y 0.012  0.0562 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
17 [INV78 inv_3ph_g 3 110000 480 60 4160 480 D Y 0.012  0.0862 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
18 |INV81 inv_3ph_g 3 120000 480 60 4160 480 D Y 0.012  0.0862 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1
19 |INV82 inv_3ph_g 3 170000 480 60 4160 480 D Y 0.012  0.0562 100 100 0.05 0.05 0.005 0.005 0.05  0.0001 NA -1

Figure 40: Sample of CSV file with DER model parameters

JSON template files

A Python-based script, der_instantiation.py, was developed to automate the conversion of DER
data from a CSV file into JSON format. This transformation is a critical step in preparing the DER
model parameters for instantiation within the HYPERSIM simulation environment. By standardiz-
ing the input format, the script ensures seamless integration and accurate representation of DER
configurations in the IEEE 123-bus test feeder model. By automating the conversion of DER
parameters and standardizing the input format, the workflow significantly improves reproducibility
and scalability. This allows users to efficiently replicate the modeling process across various
test feeders and adapt it to evolving simulation requirements with minimal manual intervention.
Figure 41 shows sample contents of a DER parameter JSON file. Each DER type used in the
HYPERSIM models has a template JSON file containing default model parameters reflecting the
default DER size (such as 4.0 MVA for the diesel generator). For each DER entry in the CSV
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file, the appropriate template JSON is copied and overwritten with the DER instance specific
parameters according to the row contents in the CSV file.

{

"INVAB™: {
"BASE™: {
"SBASE™: {
"A": "18@008"
})
"VBASE™: {
"AT: "4ge”
})
"FBASE™: {
"A": "6
¥
})
"MEASUREMENT™: {
"VD_FIL1": {
"Tec": "@.e1”
})
"VQ_FIL1™: {
"Tec": "@.e1”
})
"ID_FIL1": {
"Tc": "8.8eed"
})
"IQ FIL1™: {
"Tc": "@.eeed”
})
"P_PUL": {
"Tec": "@.e1”
})
"Q_PUL": {
"Tec": "@.e1”

}

>
"IMPEDANCE": {
"XFMR1™: {
"ConnexPrim”: "Delta lead”,
"R1": "1.7306e+00,1.7306e+00,1.7306e+00",
"L1": "2.1499e-02,2.1499e-02,2.1499%e-02",
"VnomPrim": "4.1600e+00,4.1600e+00,4.1600e+80",

Figure 41: Sample of JSON file with DER model parameters

4.2.1.2 Automated scenario execution

To facilitate experimentation across multiple scenarios, an automation script is also employed for
scenario execution. This script orchestrates the execution of model updates and simulation runs,
enabling efficient and repeatable testing of scenarios in the test feeder model. The key features
in the automation in scenario execution are as follows:

Scalability: Handles thousands of model components efficiently.
Flexibility: Easily adapts to new scenarios or parameter sets.
o Error minimization: Minimizes manual input, reducing human error.

o Speed: Automates repetitive tasks to accelerate simulation process.

Figure 42 shows the flowchart that outlines a structured, step-by-step process designed to
automate the configuration and execution of scenarios in HYPERSIM using the simulation au-
tomation tool. The process begins with the user sets and defines the input files and information to
an input .toml file for the automation tool. The model information, the location of the json files for
DER model update, the structured JSON for updating the model parameters for scenario setup

o

e}
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and default initial conditions are provided by the user. Figure 43 presents a structured template
containing key headings that define the model parameters subject to modification across various
scenarios within the test system. The structured JSON for scenario setup distinctively includes
the model parameters for switches, DER parameters, tripping of DERs, enabling/disabling the
control parameters of different DERs, datalogging, etc. The user selects one or more scenarios
to run, each with distinct DER configurations or operating conditions.

Large-Scale Model information in
toml file

Edit structured JSON files for
scenario events and input in .toml file

Automated DER model parameter
update

Automated scenario-specific
Parameter update

Execute batch script to run
Simulation scenarios

Collect and save outputs of scenarios

End

Figure 42: Flowchart representing the automation of running scenarios using the automation tool

A batch script is used to run the scenarios and DER model update. The tool loops through
each DER or model component and applies scenario-specific parameters. This eliminates manual
editing and ensures consistency. Users define scenarios in a structured format—each scenario
might represent a different DER penetration level, fault condition, or control strategy. The tool
can run simulations for multiple scenarios and can interface with HYPERSIM’'s APl or command-
line utilities to trigger runs. After each run, the tool gathers output data (e.g., voltage profiles,
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1
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Figure 43: Sample of JSON file with model parameters to set different scenario events
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frequency deviations, DER responses) in form of datalogging, which is stored for further data
visualization. This tool can edit and run multiple scenarios in much accelerated fashion and
reduces the risks of misconfigurations of models in HYPERSIM. The tool is perfect for large-
scale models with thousands of DERs and components and enables experimentation with less
efforts and time.

4.2.2 DNP3 Interface for External DER Aggregators
4221 Motivation

Numerous testbeds have been developed to simulate and evaluate distribution systems with high
levels of RE integration, often focusing on areas such as grid stability, inverter behavior, and en-
ergy management under varying load and generation conditions [26]. Many of these testbeds
also explore the use of communication protocols, such as Modbus, DNP3, IEC 61850, and
IEEE 2030.5, to facilitate data exchange between physical devices and virtual components in the
system. To ensure interoperability and interconnection between DERs and existing grid infras-
tructure, several testbeds have been studied and validated using communication protocols and
standards [27]. Among these protocols, DNP3 uses a peer-to-peer communication model and
publish-subscribe capabilities, enabling e_cient, scalable data transfer and supporting systems
with a large number of DERs [28, 29]. Some testbeds demonstrate DER coordination through
DNP3 or related protocols, while others focus on real-time automation, cybersecurity impact as-
sessments, or market participation mechanisms. However, the majority of these platforms either
center around individual DER devices or examine general communication frameworks, without
explicitly modeling the role of DER aggregators as a distinct, functional layer within the system.
While DER management systems (DERMS) are commonly used in testbed development to man-
age grid constraints and prevent violations, DERMS differ from DER aggregators because they
cannot participate in the wholesale energy market [30]. DER aggregators are emerging as key
players in the evolving energy landscape, enabling groups of DERs to function as a single con-
trollable entity. Aggregators enhance system operations through real-time monitoring, localized
exibility, and bidirectional communication with utilities and grid operators [31]. Yet, few existing
testbeds incorporate a dedicated aggregator layer or investigate how communication protocols
can be adapted to support secure, responsive communication between DERs, aggregators, and
control centers. This gap in current research motivates the development of the proposed testbed.
The objective is to create a defined aggregator-level within a DNP3-based communication net-
work that enables two-way, real-time communication between the grid, aggregator, and control
center. By bridging the divide between current testbed implementations and the operational real-
ities of DER aggregation, this research establishes a foundation for secure, scalable, and ready
communication architectures in modern distribution systems.

4.2.2.2 Two-Way Communication for DER Aggregators

To create a DER aggregator within a testbed, an agent will perform the two-way communication,
allowing the grid and control center to talk to one another through the agent, similarly to how an
aggregator would allow communication between the two. Each microgrid within the IEEE 123 bus
system will have its own aggregator that will also connect to a central control center as shown in
Fig. 44. The DERs modeled in the IEEE 123 HYPERSIM model sends measurements through
the aggregator-level to the control center, while the control center will send controls back to the
HYPERSIM model represented in Fig. 45. The aggregator-level provides a secure communication
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between the grid and control center that is not otherwise present within middleware because of
the increased visibility of data packet transfer.
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Figure 45: Two-Way Communication Flow.

4.2.2.3 Aggregator Model Test System

The proposed research introduces an aggregator-level architecture for DER-integrated distribu-
tion systems, and the cyber physical testbed developed during Capstone 1 provides a platform to
implement and validate this concept. The testbed can be used to simulate bidirectional commu-
nication between DERs, aggregators, and control centers, mimicking a closed-loop architecture.
The testbed’s flexible infrastructure supports manual control signals, real-time measurements,
and data flow validation. The testbed leverages HYPERSIM to perform real-time cyber-physical
experiments. HYPERSIM is a power system simulator created by OPAL-RT [32]. HYPERSIM is
compatible with DNP3 through 1/O interfaces, which define the client and servers [33]. DNP3 uses
TCP protocol, so a Python script can be connected to send and receive data. As shown in Fig. 46,
the grid is modeled in HYPERSIM and the aggregator and control center are Python scripts. The
HYPERSIM setup communicates through DNP3 with the aggregator master, aggregator outsta-
tion, and control center master codes adapted from pydnp3 [34]. The grid communicates with
the aggregator-level to send system measurements. The control center also communicates with
the aggregator-level, sending back control decisions or adjustments. Each of these components
acts as a DNP3-enabled device; however, the two DNP3 connections are between the grid and
aggregator master and aggregator outstation and control center. Within the aggregator-level it-
self, values from the grid and control center are not passed using DNP3 between its internal
modules. Instead, data is shared internally through a database manager created through redis.
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The aggregator-level can be a redis publisher or subscriber based on the function and where
data is being received from and sent to. This is because the aggregator is treated as a single
intelligent device that can both receive data from the grid and send data to the control center and
vice versa. This design allows the aggregator-level to act as a central processing point, capable
of both monitoring and controlling information flow in both directions.
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Figure 46: Closed-Loop Testing Structure.

The closed—loop two-way communication works as a forward flow and reverse flow. Once
the forward flow is completed, the control center reviews the incoming measurements and sends
controls back through the reverse flow to adjust the devices to work optimally. The process for
both flows is as follows.

1. Forward Flow:
a. The grid (Hypersim) sends values to the aggregator-level, which is received by the ag-

gregator master through a DNP3 binding.

b. The aggregator master publishes the data to a redis database manager that the aggre-
gator outstation subscribes to.

c. The aggregator outstation sends the data to the control center through their DNP3 binding.

2. Reverse Flow:
a. The control center publishes values through a DNP3 binding to the aggregator outstation.
b. The aggregator outstation publishes the controls to the redis database manager, which

the aggregator master subscribes to.

c. The aggregator master sends those controls back to the grid through a DNP3 binding.

In the current implementation, three VMs are utilized. The Hypersim model is in one VM, the
aggregator—level is another VM, and the control center is in its own VM. The Hypersim model
sends a per unit voltage from the PVs as analog inputs, which is sent through the forward flow.
Once the control center receives the voltages, it sends back reactive power analog outputs to
ensure the PVs are working within ANSI limits through volt—var control (VVC). Because PVs are
an intermittent resource, VVC helps to stabilize grid voltage levels. The DNP3 analog inputs and
outputs along with their function are listed in Table 10 and Table 11. The aggregators need to
have unique IPs, local addresses, and ports for each microgrid connection. The 1/O interface for
the aggregator masters and outstations is outlined in Table 12.

4.2.2.4 Aggregator Test Results

The following test is an example of the two—way communication between the grid, aggregators,
and control center and focuses on the VVC. Two tests were done for VVC. The first test assumes
that the base voltage is 1.05 pu, which is the stable voltage of the PVs in the Hypersim model.
ANSI limits are +/ — 5% of the nominal voltage, so the upper and lower limits for the first test
is 1.1 pu and 1.0 pu respectively. The deadband is between 1.03—1.07 pu. Reactive power is
injected when the voltage is less than 1.03 pu, with full reactive power injection starting at 1.0 pu.
Full reactive power absorption starts at 1.1 pu, and reactive power begins to absorb at more than
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Table 10: HYPERSIM DNP3 Analog Input Sensor Summary

Inverter Bus Signal Server Analog Input Point Purpose
51 Inverter terminal voltage Microgrid 1 0 PV voltage feedback
42 Inverter terminal voltage Microgrid 1 1 PV voltage feedback
105 Inverter terminal voltage Microgrid 2 0 PV voltage feedback
101 Inverter terminal voltage Microgrid 2 1 PV voltage feedback
76 Inverter terminal voltage Microgrid 3 0 PV voltage feedback
80 Inverter terminal voltage Microgrid 3 1 PV voltage feedback
Table 11: HYPERSIM DNP3 Analog Output Sensor Summary
Inverter Bus Signal Analog Output Point  Purpose

51 Reactive Power Setpoint Microgrid 1 0 Reactive Power Correction

42 Reactive Power Setpoint Microgrid 1 1 Reactive Power Correction

105 Reactive Power Setpoint Microgrid 2 0 Reactive Power Correction

101 Reactive Power Setpoint Microgrid 2 1 Reactive Power Correction

76 Reactive Power Setpoint Microgrid 3 0 Reactive Power Correction

80 Reactive Power Setpoint Microgrid 3 1 Reactive Power Correction

Table 12: PYDNP3 Aggregator Connection Summary

Device

IP Connection

DNP3 Address

Port

Master 1

Master 2

Master 3
Outstation 1
Outstation 2
Outstation 3

XX X7

X.X.X.118

XX X119
0.0.0.0
0.0.0.0
0.0.0.0

101
102
103
104
105
106

20001
20002
20003
20004
20005
20006
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1.07 pu. In the second test, the nominal voltage is set at 1.0 pu, which is the nominal voltage
of the overall distribution system. The lower limit is 0.95 and the upper limit was 1.05. The
deadband is between 0.98 and 1.02 pu. The reactive power injection is between 0.95 and 0.98,
with full reactive power injection starting at 0.95 pu. The reactive power absorption is between
1.02 and 1.05 pu, with full reactive power absorption starting at 1.05 pu. VVC aims to keep the
voltage within the deadband limits. When the nominal voltage is set to 1.05 pu, reactive power
is not injected or absorbed by the inverters because the voltage of the inverters stays within the
deadband limits, as shown in Fig. 47, Fig. 48, and Fig. 49. However, when the nominal voltage
is set to 1.0 pu, the control center sends corresponding reactive power for injection or absorption
in order to get the voltages of the inverters to be within the deadband limits of 0.98-1.02 pu as
shown in Fig. 50, Fig. 51, and Fig. 52.

Inverter 51 Vieltage Output Inverter 42 Vieltage Output

Reactive Power Setpoints Received By Inverter 51 Reactive Power Setpoints Received By Inverter 42

pactive Power (pu)
-
Fo

Figure 47: Microgrid 1 VVC 1.05 pu Nominal Voltage.

Inverter 105 Voltage Output Inver ter 101 Voltage Output

Reactive Power Setpoints Received By Inverter 105 Reactive Power Setpoints Received By Inverter 101
0z

euctive Power (5ol
Lo
Fo

Figure 48: Microgrid 2 VVC 1.05 pu Nominal Voltage.

When the nominal voltage is set to 1.0 pu, the VVC activates. The control center sends
reactive power setpoints to be absorbed by the grid to try to lower the inverter output voltage
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Figure 49: Microgrid 3 VVC 1.05 pu Nominal Voltage.
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Figure 50: Microgrid 1 VVC 1.00 pu Nominal Voltage.
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Figure 51: Microgrid 2 VVC 1.00 pu Nominal Voltage.
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Figure 52: Microgrid 3 VVC 1.00 pu Nominal Voltage.
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to be within the deadband of 0.98-1.02 pu. The nominal voltage is set to 1.0 pu because that
is the nominal voltage across the whole distribution system and allows for more devices to be
added for VVC. It is acknowledged that the control performance is sub-optimal in Microgrid 1 as
indicated in Figure 50 and requires additional tuning or stabilizing mechanisms such as set point
rate limiting or low pass filtering of local measurements. However, the important outcome was
that a remote control center application was able to connect to and control a fleet of DERs based
on local information using the aggregator model discussed in this section.

4.2.2.5 DER Aggregator Modeling Closing Remarks

This section shows how to implement an aggregator within a testbed using DNP3 as the com-
munication protocol. The aggregator adds another component in a distribution system within a
testbed, and it also allows for more visibility to packets being transmitted. The two—way commu-
nication scheme sends measurements, namely inverter voltage, from the grid to the aggregator
to the control center, then the control center sends controls, reactive power from VVC, to the
aggregator to the grid in order to continue the voltage stability. Future work includes changing
the communication protocol to match the needs of other testing. This can also be extended to the
use of cyberattacks by having the aggregators screen packets before it reaches the destination.
The aggregators add an extra layer of visibility, so detection methods can be used by checking
packets and finding anomalies; therefore, the control center can implement mitigation methods.
Aggregators also allow for small-scale distributed energy resources to be used in the energy
market by combining multiple units to reach a specified threshold for successful operation. Test-
ing can be done to emulate an aggregator in the real-world, as described above, to evaluate if
a community’s distributed solar generation can be leveraged for distribution system operations.

4.3 Communication Network Simulation

The experiment architecture is composed of virtual LANs for each microgrid and a WAN that
provides peer—to—peer communication between the microgrids as described in Section 4.1. In
order to simulate communications between the microgrid LANs the team created a simple, multi-
route model of a WAN in NS3 [10]. The model is illustrated in Fig. 53. The model provided a way
to introduce disturbances in the cyber layer that would be difficult to emulate within the Cybernet
cloud computing infrastructure.

We chose NS3 for its precise packet-level control that synchronizes network and physical
processes. The NS3 model provides real-time data processing to track attack propagation through
network layers, particularly for systems with strict timing requirements like DNP3 in smart grids
and loT standards. The NS3 model was integrated into the cyber—physical testbed by installing a
NATIG container on a Cybernet virtual machine and providing the virtual machine with interfaces
on each of the microgrid networks. The NATIG container contains an NS3 installation as well as
tools that simplify the communication network modeling process [35]. Its customizability simulates
Fig. 54 provides a detailed diagram for the NS3 WAN model implementation showing how the
data flows between the VMs and the NS3 network. The NS3 WAN model provides the overall
cyber—physical testbed with:

o Virtual network interfaces (TAP devices) that bridge external virtual machines with the NS3—
simulated network.

o Simulated WAN routes with configurable latency, bandwidth, and packet loss parameters.
o Multiple communication nodes representing control centers, substations, and field devices.
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Figure 53: Multi-route WAN model implemented in NS3.
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o Bi-directional data flows carrying SCADA protocols between external controller devices hosted
on the disparated cyber—physical testbed LANSs.

o The ability to simulate resource-constrained loT environments, including rapid packet gener-
ation and protocol vulnerabilities.

NATIG Container

NS3 ns-3 Simulator NS3

____________ TapBridge
Topology I'ig ht

config

Successfully sent:
1. UDPR/TCP

2. DNP3

3. PACP traffic

External External

VM1 VM 2
Host VM (ex: NS3-test-router or pacp-router)

Network 1 Network 2

Figure 54: Multi-route WAN model implemented in NS3.

Inside the NS3 setup, a user can specify the attack and the network topology using a con-
fig.json file. For example, this allows testbed users to execute a distributed denial of service
(DDoS) attack targeting DNP3 traffic between control centers and substations. The model would
generate thousands of packets to exhaust server resources while synchronizing with HYPER-
SIM to observe physical impacts. The NS3 simulation measures protocol-specific metrics like
DNP3 command latency. When with the HYPERSIM simulation data collection, experiments with
the cyber—physical testbed developed in this work yields valuable data for developing targeted
defenses, such as protocol-aware intrusion detection systems that recognize DNP3-specific at-
tack patterns before physical systems are compromised—demonstrating the practical value of
high-fidelity cyber-physical attack simulation.
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5.0 IEEE 123 Node Distribution System Use Case Studies

To assess how the multi-level controller hierarchy improves the resilience of the IEEE 123 Node
Test Feeder distribution system to physical disturbances (such as natural weather events) and
cyberattacks, several scenarios were developed to test the dynamic response of the controls.
The scenarios feature multiple disturbing events, which reflects how an unexpected coincidence
of distribution system stressors can result in greater degradation of system performance. Addi-
tionally, as cyberattacker techniques become more advanced, distribution systems may expect
to see attackers attempting and potentially succeeding at synchronizing the compromise of re-
sources with natural disasters in order to crippled an already weakened power system. Table 13
gives a brief summary of the scenarios that were developed for the IEEE 123 Node Test Feeder
model discussed in Section 2.2. The scenario numbering is not consecutive because the project
developed preliminary narratives for a number of different scenarios. Due to time constraints,
only the subset of scenarios presented in Table 13 were completed. The team preserved the
original numbering scheme to be usable for future work, but did not include the details of the
other scenarios in Table 13 to avoid any confusion regarding the actual scenario testing scope
that was accomplished.

Table 13: Brief Overview of Scenarios Used for Resilience Experiments

Scenario Number Brief Scenario Description

1D An unplanned islanding event separates the three
microgrids as a group. A series of cyberattacks lead
to separation of the microgrids and Microgrid 3 loses
a generation resource. Underfrequency load
shedding protection is deployed to avoid excessive
frequency dips.

1E An unplanned islanding event separates the three
microgrids as a group. A series of cyberattacks lead
to separation of the microgrids and Microgrid 3 loses
a generation resource. Underfrequency load
shedding protection is deployed to avoid excessive
frequency dips. The initial DER dispatch is modified
from Scenario 1D.

7A An unplanned islanding event separates the three
microgrids as a group. A capacitor bank located in
Microgrid 3 experiences a malfunction and is
disconnected. Shortly after, a cyberattack
disconnects the diesel generator in Microgrid 3,
increasing the deficit of reactive power support.

Each scenario formed the basis for an experiment involving multiple trials. The goal of each
experiment was to understand how the system behavior changes as one or more mitigation
strategies are integrated into the controller hierarchy. Each trial incorporated a different com-
bination of mitigation strategies including the trials where no mitigation strategies were active,
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which provided the baseline system performance. A ftrial numbering scheme was devised by
enumerating all combinations of mitigation strategies including the infeasible combinations for
completeness. The feasible enumerations are provided in Table 14.

Table 14: Experiment Trial Numbering Scheme

Trial # SLAC3R-L SLAC3R-C PACP ALERT P2P

0 No No No No No
1 Yes No No No No
4 No No Yes No No
5 Yes No Yes No No
6 No Yes Yes No No
7 Yes Yes Yes No No
12 No No Yes Yes No
13 Yes No Yes Yes No
14 No Yes Yes Yes No
15 Yes Yes Yes Yes No
20 No No Yes No Yes
21 Yes No Yes No Yes
22 No Yes Yes No Yes
23 Yes Yes Yes No Yes
28 No No Yes Yes Yes
29 Yes No Yes Yes Yes
30 No Yes Yes Yes Yes
31 Yes Yes Yes Yes Yes

The following subsections will provide a description of each scenario with the specific sequence
of events, time domain simulation results, and an assessment of the how the controller hierarchy
improved the distribution system response to the disturbing events.

5.1 Scenario 1D
5.1.1 Description and Sequence of Events

In this scenario, a combination of physical and cyber layer events combine to isolate and weaken
the microgrids in the IEEE 123 node feeder model. The cyber layer events are emulated by
simulating the end effects in the power system model (such as the opening of a circuit breaker
due to a malicious remote breaker command). The scenario is representative of a well coordi-
nated cyberattack, where adversaries gained persistence in the microgrid control network and
identified the critical communication links that allow the microgrid centralized controller to send
remote breaker operate commands to a select number of circuit breakers giving them control
over microgrid connectivity and availability of distributed generation. The adversaries use this
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control to coordinate their attacks with a hypothetical local weather event that causes a distri-
bution system fault leading to the islanding of the three microgrids. The goal of the adversaries
are to temporarily create a generation deficiency in MG3 that is large enough to induce underfre-
quency loadshedding, thereby causing a disruption to the electricity supply to potentially critical
infrastructure that is relying upon MG3 for energy supply. The adversaries first open the POI
circuit breakers to isolate the microgrids to prevent pooling of excess generation and storage
reserves. Then they execute a remote breaker open command in the Microgrid 3 control network
to disconnect Inverter 76, which represents a PV system. The specific sequence and timing of
events is summarized in Table 15.

Table 15: Scenario 1D Sequence of Events

Simulation Breaker Event DER Dispatch Event

Time (s)

(V) Node 60 to Node 160 breaker is Open All GFM INV Vggr o = 1.05 pu
Node 18 to 135 breaker is Closed All DG Vggr,0 = 1.015 pu
Node 54 to 94 breaker is Open All GFL INV Qsgr,0 = 0.6 pu
Node 151 to 300 breaker is Closed MG1 DER Psgro = 0.5 pu
Node 97 to 197 breaker is Closed MG2 DER Psgr,o = 0.5 pu

MG3 Diesel Generator Psgro = 1.0 pu
MG3 GFL Inverter Psgro = 1.0 pu
MG3 GFM Inverter Psgro =-0.6 pu

200 Node 60 to Node 160 breaker Opens

230 Node 151 to Node 300 breaker Opens
Node 97 to 197 breaker Opens

280 Inverter 76 PCC breaker Opens

Under frequency load shedding relays have been integrated into the model and will activate
if the system frequency should remain below the safety threshold for a pre-defined time out
duration. Microgrids will typically have multiple tiers of load priority and the lowest tier loads will
be shed in the event of under frequency or under voltage conditions to ensure that the microgrid
can remain stable in the event of a sudden, unexpected generation deficit. Table 16 gives the
under frequency load shedding parameters.

5.1.2 Simulation Results and Resilience Assessment

As discussed in Section 4.0, a centralized architecture is deployed for the controls in MG-1 and
MG-2. However, for MG-3, a detailed implementation is chosen to implement controls, that is,
there is a unique VM for each inverter where the SLAC3R-C controls were implemented and
a separate VM for ALERT controls is chosen to mimic centralized implementation of ALERT. A
pymodbus communication is chosen to transfer the setpoint data between ALERT and SLAC3R-C
VMs. PACP is used to facilitate the setpoint exchange between each inverter VM for SLAC3R-C
functioning. More details around this implemented architecture were provided in Table 9.
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Table 16: UFLS Parameters

UFLS Level Threshold Time Delay Action

(Hz) (s)
59.5 20s Open Node 76 to Node 86 breaker, 260 kW
2 59.5 3.0s Open Node 67 to Node 68 breaker, 120 kW

The event sequence in Table 15 is used to create multiple system disturbances. These pertur-
bations drive the frequency away from nominal, and with only droop control and no mitigation in
place, the frequency does not recover (see Fig. 55(a)). Any subsequent events would therefore
potentially destabilize the system. The blue spike in the frequency traces is a numerical artifact
that will be corrected in future updates to the measurement model.

We then enabled mitigation strategies hierarchically, starting with decentralized autonomous
controls (DAC, also referred to as SLAC3R-L). These DACs are embedded directly in the HY-
PERSIM model and use only local measurements, requiring no communications. The SLAC3R-L
allowable frequency band is [59.5, 60.5] Hz, which normalizes to [0.991, 1.008]. Because the dis-
turbances slightly exceeded this band, the DAC response engaged minimally to limit excursions,
as shown in Fig. 56(c) and the corresponding real power setpoint changes due to the action of
SLAC3R-L as shown in Fig. 56(d). This demonstrates the advantage of the decentralized controls
that always act only based on local measurements and limits the frequency excursions beyond
the allowable pre-defined frequencies. Besides the local measurements, these controls are only
a function of the frequency limits chosen which appropriately dictates the control performance
gain. This demonstration shows that these controls possess higher TRLs and since we are vali-
dating these controls on the HYPERSIM, a high-fidelity simulation platform with hardware in the
loop, we conclude that the controls has TRL-6.

Next, we activated the SLAC3R-C coordinated controls. With these controls, the frequencies
are driven back to nominal after the first two islanding events at 200 and 230 seconds. Follow-
ing the third event at 280s, the inverter headroom constraints prevent a full return to nominal,
but the frequency remains very close (see Fig. 55(e)). Because the coordinated controls pro-
mote consensus while steering frequency to nominal, the setpoints are either in consensus or
move toward it after each disturbance (see Fig. 55(f)). For the SLAC3R coordinated controls,
neighbor-to-neighbor setpoint exchange is carried out via PACP and all the GFM inverters reach
consensus after every disturbance demonstrating the resilience capability of the hierarchy of
controls developed under the RD2C initiative.

5.2 Scenario 1E

5.2.1 Description and Sequence of Events

The narrative and sequence of events in Scenario 1E are the same as in described for Scenario
1D in Section 5.1.1 with the exception that the initial active power dispatch of the DERs are zero,
which causes the GFM DER to share the load in proportion to their equipment ratings. Scenario
1E also features the load shedding scheme described in Section 5.1.1. Table 17 provides the
initial DER setpoints.
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Figure 55: Scenario 1D Microgrid 3 dynamic frequency response.
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Table 17: Scenario 1E Sequence of Events

Simulation Breaker Event DER Dispatch Event

Time (s)

0~ Node 60 to Node 160 breaker is Open All GFM INV Vsgro = 1.05 pu
Node 18 to 135 breaker is Closed All DG Vggr,o = 1.015 pu
Node 54 to 94 breaker is Open All GFL INV Qgser0 = 0.6 pu
Node 151 to 300 breaker is Closed All DER Psgr,0 = 0.0 pu
Node 97 to 197 breaker is Closed

200 Node 60 to Node 160 breaker Opens

230 Node 151 to Node 300 breaker Opens
Node 97 to 197 breaker Opens

280 Inverter 76 PCC breaker Opens

5.2.2 Simulation Results and Resilience Assessment

The sequence of events shown in Table 17 are followed to create multiple disturbances on the
system. These disturbances result in frequency deviations from the nominal and clearly without
any mitigation strategies in place and with just droop controls, the frequency is not recovered
(see Fig. 56(a) and (b)) and subsequent disturbances would de-stabilize the system. The blue
spike in frequency measurements is a numerical error and will be fixed in the subsequent updates
to the measurement model. Next, we started turning on mitigation strategies in a hierarchical
manner starting with decentralized autonomous controls (DAC or alternatively referred to as
SLAC3R-L). These DACs are directly embedded into the HYPERSIM model and do not need
any communication as it is based on local measurements. The allowable frequency limits to the
SLAC3R-L controls are [59.5, 60.5] when normalized gives [0.991, 1.008]. Since these disturbances
led to deviations slightly outside the specified range of allowable frequencies, the DAC controls
are engaged minimally to limit the frequencies as shown in Fig. 56(c) and (d).

In the next phase, we turned the SLAC3R-C controls and in the presence of these coordinated
controls, the frequencies are steered back into their nominal values during the first two islanding
events respectively at 200 and 230 seconds. However, due to the limitations of the inverter
headroom, the frequency after the third disturbance at 280s is not nominal but it is very close (see
Fig. 56(e)). Since, the coordinated controls are promoting consensus while steering the frequency
to nominal, we can observe the setpoints in consensus or moving towards consensus after the
disturbance (see Fig. 56(f)). It is clear that all the GFM inverters are in consensus and the GFM
inverter is achieving consensus relatively slow. This brings out the challenges while coordinating
GFMs and GFLs. It is important to note that, in our previous efforts of demonstrating these
coordinated controls using GridLAB-D co-simulation framework, this behavior is not observed
that is, the GFMs and GFLs achieve consensus. The setpoint data exchange between the
neighbor inverters for SLAC3R coordinated controls implementation is facilitated via PACP.

In the last phase, the ALERT supervisory controls that re-adjusts the setpoints in anticipation
of an event (possible cloud cover so one of the inverters output power generation is reduced)
is integrated alongside the SLAC3R controls. In this test run, ALERT controls are turned ON
before the onset of disturbances. It is observed from Fig. 56(h) that in the presence of ALERT
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controls, in the anticipation of an event, the controls re-adjusted the DG setpoint in MG3 where
it is implemented. As a result, the post disturbance state yielded the nominal frequency or 60
Hz (1 pu). It is important to notice that the ALERT controls complemented the SLAC3R controls
and cohesively worked together to achieve nominal frequency as shown in Fig. 56(g). Due to the
presence of ALERT and the re-adjustment of setpoints pre-disturbance, the transient evolution
of the system is different in the case with SLAC3R and ALERT controls (see Fig. 56(g)) when
compared to just with SLAC3R controls (see Fig. 56(e)).

In summary, we observed that the SLAC3R-L acts reactively to correct any frequency dis-
turbances locally and the SLAC3R-C comes in to steer the system frequency to nominal with
coordination among various DERs and finally, the ALERT control proactively adjusts the setpoints
anticipating a cloud cover event. All these mitigation strategies operating at different time-scales
work in a complementary manner to promote resilience.
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(9) SLAC3R-L, SLAC3R-C via PACP, and ALERT.
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Figure 56: Scenario 1E Microgrid 3 dynamic frequency response.
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5.3 Scenario 7A
5.3.1 Description and Sequence of Events

This scenario also features a combination of physical and cyber layer events. In this case, a
sequence of events results in a significant disturbance to bus voltages in the IEEE 123 node
feeder model resulting from a loss of reactive power support. An upstream feeder fault forces the
microgrids to separate from the grid by opening the Node 60 to Node 160 circuit breaker. Then an
equipment failure causes the fuses to blow on a capacitor bank located at Node 83 in Microgrid 3
causing a loss of voltage support. Finally, an adversary cleverly times a remote breaker command
to disconnect the diesel generator in Microgrid 3 causing further loss of voltage support. With a
significant deficit of reactive capability, Microgrid 3 experiences a significant voltage sag on its
primary feeder. The goal of this experiment is to determine if consensus based reactive power
sharing amongst the microgrids can allow Microgrid 1 and Microgrid 2 to automatically provide
voltage support to Microgrid 3. Table 18 provides the detailed sequence of events.

Table 18: Scenario 7A Sequence of Events

Simulation Breaker Event DER Dispatch Event

Time (s)

(V) Node 60 to Node 160 breaker is Open All GFM INV Vsgro =1.0 pu
Node 18 to 135 breaker is Closed All DG Vsgro = 1.0 pu
Node 54 to 94 breaker is Open All GFL INV Qgsgr,0 = 0.0 pu
Node 151 to 300 breaker is Closed All DER Psgr,o = 0.0 pu
Node 97 to 197 breaker is Closed

200 Node 60 to Node 160 breaker Opens

230 Capacitor 83 breaker Opens

280 Generator 100 PCC breaker Opens

5.4 Quantitative Resilience Assessment Using Time Domain Simula-
tion Results

This section presents the results of an in-depth literature review and investigation into developing
processes for assessing power system resilience based on time series data collection from real-
time, EMT simulations. The methodology is discussed in the first subsection and the following
subsection will provide an example applied to Scenario 1D, which is presented in Section 5.1.
Due to time constraints we were unable to perform a quantitative resilience assessment on the
simulation results from Scenario 1E.

At a high-level, the resilience improvement quantification presented in the following sections
is performed by:

1. Collecting the time series data from the real-time, scenario simulations.
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2. Selecting simulation variables indicative of system health (such as frequency).

3. Computing metrics that measure positive or negative aspects of the system health variable
for each dataset.

4. Aggregating the metrics for each dataset into a single, unified metric measuring the system
health.

5. Comparing the measure of system health between trials with no mitigation strategies vs trials
with one or more mitigations applied.

Where we observe a significant, positive change in the aggregated, system health metric from a

trial with no mitigation strategies compared to a trial with one or more mitigation strategies, we

can conclude that the mitigations would be successful at reducing the negative effects from the

events in the scenario being assessed. The methodology and an example are provided in the

following subsections.

5.4.1 Methodology

To assess the overall power system resilience to unplanned adversarial actions when engaging
resilience-driven mitigation strategies, performance-based metrics have been identified and ap-
plied to quantitatively measure the controller performance. Given the currently tested mitigation
strategies, the power grid assets they act upon (the IBRs), and the main scope of their controlling
actions, there are two indexes according to which resilience is going to be analyzed:

o Ability of the IBRs to provide frequency support to the microgrids during the disturbances,

o Ability of the IBRs to alleviate synchronous legacy generators effort to accommodate for
sudden demand variation due to unforeseen events.

By their definition, these indexes are related to certain system measurements, also named
figures of merit (FOM) or measures of performance (MOP). Specifically, the frequency of the
synchronous generators is an indicator of how balanced the system is when it comes to serving
the demand and avoiding load shedding. At the same time, the power generated by the distributed
energy resources, that is the IBRs in this case, gives information about how capable the demand
can be sustain by local DERs, rather than spinning new synchronous generator reserves.

As resilience is defined and measured based on the system performance, it is important to
select an appropriate measure of performance (MOP) to match the specific service provided
by the analyzed system. In our case, the MOP that drives the performance analysis is the
system frequency. After conducting the literature review, a promising set of metrics was
identified in [36], which could be applied to the frequency variables recorded from the real-time,
hardware-in-the-loop testing of the mitigation strategies. Fig. 57 defines the phases of a resilient
response as indicated by a FOM. The metrics are applied to the different phases to determine
an overall performance.

Robustness (or Resistance) (R) - measure to assess the absorptive capability of the system
during the disruptive phase (DR), that is t; < ¢t < to. R quantifies the nadir/zenith frequency
value between t; and ¢4

R = tlrgtlgt4 w(t) (30)

where t; represents the time the system enters the disruptive phase, and t, is the time the
system reaches a new steady state.
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Figure 57: Evolution of a performance indicator (FOM) of a system in the presence of an event
(resilience curve).

Rapidity during the disruptive phase (RAPIpp) - average slope of the MOP (frequency) function
during the disruptive phase, that is t; <t < t».

‘ Ztg w(t)—w(t—At) |

RAPIpp = =50 N At (31)

where N represents the number of At time samples between the beginning of the disruptive
phase t; and the peak time t-

Performance loss during the disruptive phase (PLpp) - the area of the region bounded by the
MOP (frequency) curve before and after the disruptive event causes negative effects.

to

PLpp = / (w(t) — wito))dt (32)
t1

where ty represents the time when the system is in its initial steady state (could also be the

nominal value, that is 60 Hz for the frequency).

Time averaged performance loss during disruptive phase (TAPLpp) - "considers the time of
appearance of negative effects due to disruptive events up to full system recovery and provides
a time-independent indication of both adaptive and restorative capabilities as responses to the
disruptive events”
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t2
w(t) — wl(ty))dt
to — 11
Rapidity during the recovery phase (RAPIrp) - average slope of the MOP (frequency) function
during the recovery phase, that is t5 <t < ts.

’ Ztg w(t)—w(t—At) ‘

RAPIgpp = -=1=02 ¥ Al (34)

where N represents the number of At time samples between the beginning of the recovery
phase t; and the time ¢35 when reaching the new steady state.

Performance loss during the recovery phase (PLrp) - the area of the region bounded by the
MOP (frequency) curve before and after the extreme negative effect of the disruptive event starts
to be mitigated.

PLur = [ * wlt) — wlto) (35)

to
Time averaged performance loss during recovery phase (TAPLgp)
t3
w(t) —w(ty))dt
TAPLpp — s ( (t) t(O)) (36)
3 — 12

Recovery ability (RA) - measure of how close to the nominal/initial steady state the system
manages to recover.

RA - ‘W(t?)) — w(t2) ‘

w(tz) — w(to)
Finally, the metrics above have been combined to produce the integrated resilience metric
(GR). GR has been defined to assess system resilience "with an overall perspective and to allow

comparisons among different systems and system configurations” by combining the capabilities
during both the disruptive and the recovery phases.

(37)

RAPIRp
RAPIpp

where the time averaged performance loss TAPL combines the performance loss during both
disruptive and recovery phases, as in

GR=Rx x (TAPL)™' «x RA (38)

t3
w(t) — w(tp))dt
t3 — 11
We apply these metrics to demonstrate quantitative assessment of resilience improvement in
Scenario 1D in the next section.

5.4.2 Quantitative Resilience Assessment of Scenario 1D

We demonstrate application of the quantitative metrics to the disturbances in Scenario 1D. In
this case, a hypothetical fault on the distribution system causes the breaker at Node 60 to open
to allow the microgrids to operate autonomously while not energizing the fault feeder segment.
Following the fault, the microgrids are separated by a hypothetical, malicious command injection
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attack on the POI breakers to prevent the microgrids from pooling resources. Finally, the hy-
pothetical adversary performs an additional command injection attack to disconnect one of the
inverters in MG3 for a total of three events. We compare the system frequency response with
no mitigation strategies to the response with SLAC3R-L and SLAC3R-C in the loop. Note that
PACP manages the communication between the SLAC3R-C peers. Fig. 58 through Fig. 60 show
the frequency response and highlight the three stages of the resilient response for each of the
scenario events.

FOM (MoP) = frequency for synchronous generator at bus 100

base case - no SLAC3R local and cooperative SLAC3R

120 124 128 132 136 140 144 148
time [seconds]

Figure 58: Analysis of the performance regions from the trapezoidal model of resilient response
for the first event in Scenario 1D : system degradation (blue); system response (green); and
system recovery (orange).

Visually, it is clear that when SLAC3R and PACP are in the loop the frequency response is
substantially improved. We applied the quantitative performance metrics and have summarized
them in Table 19.

The integrated resilience metric GR indicates the substantial frequency response improvement
that is apparent from Fig. 58. A relatively smaller improvement in frequency response is observed
in Fig. 59 and Fig. 60 due to activation of underfrequency loadshedding protections for the case
where no mitigations are present. A well established method for visualizing multiple metrics is
to present them as axes on a radar (or spider) chart. Generally, the convention for radar charts
is for larger values along an axis to indicate better performance. Thus, the larger the area of a
polygon representing the overall performance of a system, the better the overall performance.
Furthermore, the sizes of the polygons can readily be compared visually. The integrated resilience
metric calculation in Eq. (38) indicates that several metrics are negative metrics — the larger the
value, the worse the system has performed — and hence they appear in the denominator. In this
case, these metrics do not conform to the radar chart convention. Therefore, we use the inverse
of the negative metrics to conform to the convention of radar charts. After inversion is applied to
the negative metrics, all metric scores are normalized using the larger of the two resulting scores.
An example calculation for PLyp is given as follows.
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FOM (MoP) = frequency for synchronous generator at bus 100
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Figure 59: Analysis of the performance regions from the trapezoidal model of resilient response

for the second event in Scenario 1D : system degradation (blue); system response (green); and
system recovery (orange).

FOM (MoP) = frequency for synchronous generator at bus 100
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Figure 60: Analysis of the performance regions from the trapezoidal model of resilient response
for the third event in Scenario 1D : system degradation (blue); system response (green); and
system recovery (orange).
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Table 19: Scenario 1D Quantitative Resilience Metrics

Metric Event 1 Event 1 Event 2 Event 2 Event 3 Event 3
No SLAC3R No SLAC3R No SLAC3R
Mitigations + PACP Mitigations + PACP Mitigations + PACP
R 59.6642 59.9427 59.3063 59.7009 59.4280 59.7737
AR 0.3357 0.0573 0.6937 0.2991 0.5720 0.2283
RAPIpp 3.2261 0.1624 5.0585 3.3675 2.4804 2.4208
PLpp 0.0197 0.0357 0.0421 0.0145 0.0417 0.0118
RAPIgp 0.1023 0.0142 0.4035 0.0428 0.1177 0.0986
PLgrp 0.7694 0.2633 1.4071 1.2543 1.9701 0.4987
TAPLpp 0.2063 0.0457 0.5048 0.1749 0.4760 0.1347
TAPLgRp 0.2636 0.0286 0.4796 0.0662 0.5016 0.1704
TAPL 0.2618 0.0300 0.4804 0.0667 0.5011 0.1694
RA 0.2675 0.8742 0.8537 1.0664 0.5730 0.3975
GR 1.9332 152.7313 8.4067 12.1314 3.2246 5.7128

1. Calculate the inverse of the PLgrp metrics: without any controls the score is then 1.2997;
with SLAC3R-in—the—loop the score is then 3.7980.

2. Normalize both scores using the PLip score from the case with SLAC3R—in—the—loop: the
normalized score for the case without any controls is then 0.3422

The resulting radar charts for all three events are shown in Fig. 61. The areas covered by
the polygons representing the system performance with SLAC3R—in—the—loop are significantly
larger indicating much improved resilience of the MG3'’s frequency to the events in Scenario 1D.
For the RAPIrp metric, the system without any resilient controls applied appears to consistently
perform better. This is an artifact of the calculation method for these metrics, which can be
difficult to apply accurately for high-order systems that have much more complex dynamics than
2nd order systems, which are often used to develop such metrics. For example, the higher score
for RAPIRp is driven by the very fast first swing of the frequency for the case with no controls
(see the blue trace in Fig. 58. Similarly, the inverted PLpp score in Fig. 61(a) suggests that the
case with no controls experiences less performance degradation during the disturbance phase.
This is because the algorithm to identify the disturbance phase interprets the disturbance phase
as concluded during the first swing, which happens very quickly. Therefore, the width of the area
under the curve during the disturbance phase of the case without any controls is very narrow,
leading to a very small performance loss calculation. Despite this phenomena, the integrated
resilience metric GR successfully combines the constituent metrics in a way that accurately
reflects the significantly improved MG3 frequency response due to adding the SLAC3R and PACP
mitigation strategies for all three events. The impact is that this methodology can be applied to
a large number of scenario results that could span many different types and combinations of
natural or adversarial events. The GR metric can be calculated for each trial to understand
the incremental improvement (or lack of improvement) in resilience confered by each mitigation
strategy to understand the coverage for potential events and where weaknesses may persist.
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Figure 61: Resilience visualization for Scenario 1D using the Microgrid 3 diesel generator fre-
quency as the figure of merit.
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The capstone effort aimed to exercise an integrated framework that included SLAC3R, P2P, PACP,
and ALERT in a controlled, modeled environment with sufficient complexity to span the range
of resilience mitigations provided. This aim required: 1) increasing the scale and complexity of
our modeling and simulation capabilities; 2) developing an integration framework to enable the
separate controls to operate cohesively; and 3) running the integrated framework through a suite
of test cases on the HYPERSIM testbed and performing analyses to quantify and characterize
the resilient response. Consequently, the specific outcomes of this capstone effort are:

1. NMG Model Development: This effort improved the IEEE 123 Node Test Feeder model. The
new model version is more stable due to replacement of older DER models with documented
stability issues. A modbus interface was added to integrate external control strategies de-
ployed via Cybernet virtual machines. Also, developed a EMT model of the 3000 Node Test
Feeder - the third feeder of the IEEE 9500 Node Test Feeder benchmark model. This effort
overcame several large—scale, real-time, EMT modeling challenges.

2. Communication Network: This effort developed a real-time NS3-based WAN model suit-
able for real-time, hardware—in—the—loop experimentation. The communication network
model in the NS3 simulator emulated the communication infrastructure connecting device—
and application—layer controls. NS3 also supports a bridge adapter to connect the simulated
network to a physical network, thereby attaching the physical system to the simulated envi-
ronment. This enabled us to set up complex communication topologies and create scenarios
such as generating an attack in a simulated NS3 node. The integrated models have the
capability to induce physical disturbances, mimic real-time communication challenges, and
serve as a platform for adversarial actions. We defined a variety of scenarios representing
both physical and cyber events to validate system performance, assess control sensitivities,
and provide a basis for developing mitigation strategies.

3. Integration of Mitigation Strategies: We integrated the RD2C control strategies across all
CPS layers in the emulated test environment into a unified, hierarchical distribution-system
control scheme. SLAC3R-L continuously monitored local measurements and intervened on
fast timescales to enhance local resilience, implemented in HYPERSIM as an add-on to
the inverter controls. ALERT and P2PC were coupled with SLAC3R-C. ALERT computes
setpoints anticipating possible disruptions (such as cloud cover) and used them to scale the
SLAC3R-C setpoints, so the centralized predictive controller biased the secondary SLAC3R-
C actions. This achieved power sharing, stabilized frequency and voltage, and improved
preparedness for near-term disturbances. P2PC was also integrated with SLAC3R-C and
activated in networked microgrids when disturbances caused voltage deviations in any MG.
It calculates the incremental voltage support required from each MG and its inverters. Since
the P2PC outputs are change in voltage support, they were superimposed on the SLAC3R-
C setpoints. Overall, these controls complement one another across different operational
timescales to promote resilience. The PACP middleware provided the communications layer
among DER controls.

4. Demonstration: We demonstrated the unified controls on the high—fidelity HYPERSIM
testbed. A range of scenarios were developed to analyze the system performance at different
timescales, DER responses at device level and system level and the challenges associated
with data flows across different DERs and controls. From the range of experiments, it was
clear that the proposed unified control strategies effectively mitigate various disturbances
and achieve resilience. Overall, these experiments supported the design and validation of
proactive and adaptive tuning measures to improve resilience in cyber-physical systems.
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6.1 Future Work Guidance

The Capstone 1 Team faced many challenges with developing the cyber—physical testbed. Due to
time constraints, numerous opportunities for future work remain. From the HYPERSIM modeling
effort, the single phase constant power load models presented a road—block to stable, islanded
operation of the microgrids in the 3000 Node Test Feeder model. These loads are ubiquitous in
the model, representing every spot load in the feeder. Further model development efforts need
to address the unstable behavior of these loads when not connected to a stiff voltage source.
Additionally, there are several potential features for the GridLAB-D to HYPERSIM conversion
tool that could further reduce the manual modeling effort including:

o Automatic placement of off-page connectors at every node to facilitate population of shunt
connected, dynamic models on separate pages.

o A decoupling component location identification tool.

o Further improvement of the automatic DER population feature.

o Configurable selection of load model type by node.

Furthermore, integration of the modeling and simulation automation python based tool with
the conversion tool presents an opportunity to fundamentally change the way HYPERSIM users
can interact with large—scale models. By combining the automatic network drawing capability of
the conversion tool with the automatic model parameterization capability of the tool developed
in this capstone, the user can shift from a graphical interface to a scripting based interface. In
terms of scenario orchestration, the team developed a manual process for coordinating the start
of simulations with the start of control software on the virtual machines. This was a manageable
approach at the scale of the IEEE 123 Node Test Feeder model containing three microgrids and 18
DERs. However, a larger—scales (such as 10 microgrids and hundreds of DERs) this approach is
unlikely to succeed. As a result, future work conducting large—scale, real-time tests of hierarchical
control systems will require development of experiment automation. One potential solution is the
use of Ansible scripting, which can automatically execute processes such as starting the power
system and communication system simulations while simultaneously activating control system
software on the host virtual machines.
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Appendix A — HYPERSIM DER Models and Default Parameters

A.1 Diesel Synchronous Generator Block Diagrams and Default Pa-
rameters

Table A.1: Diesel Synchronous Generator Default Parameters.

Parameter

Volt.

Pri. Voltage
Rating

Rating
Rs
Xa
X

"
TdO

TOC1
OVv1
OF1

Value

12.47 kV

12.47 kV
4.0 MVA

4.0 MVA  Stator Voltage

0.0016 pu
0.7 pu
0.08 pu

02s

0.05 pu
1.1 pu

0.05 pu
0.03 pu
0.38 pu

Parameter Value Parameter
Grid Connection
SCC 15.0 MVA X/R
Step Up Transformer
Sec. Voltage 416 kV  Pri. Winding
Z 4.75% X/R
Machine
4.16 kV Nom. Freq.
L, 0.03 pu X
X, 0.8 pu X}
Xy 0.08 pu Tl
T 02s
Governor and Prime Mover
K, 5.0 pu K;
—Lim 0.0 pu Tp
AVR and Exciter
T, 0.02s K,
Ty 10s T.
Protection System
1.5pu, 1.0s TOC2
1.12 pu, 0.33 s uv1
69.0 Hz, 0.33 s UF1

Value Parameter

10

Value

WYE-G  Sec. Winding DELTA

11.4

60 Hz Pole Pairs
0.00052 pu Xc
0.13 pu X{I
3.0s Ty
9.0 pu Toct

0.1s
90 pu T,
0.8s K.
25pu,04s
0.88 pu, 0.33 s
50.4 Hz, 0.33 s

2
0.0 pu
0.1 pu
3.0s

0.1s

0.02s
1.0 pu
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Figure A.1: Diesel synchronous generator model subcircuit and test circuit model.
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Figure A.2: Diesel synchronous generator physical model.
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Figure A.3: Diesel synchronous generator system base variables for per-unitizing signals.
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Figure A.4: Diesel synchronous generator measurement of frequency, RMS voltage, and RMS

current.
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Figure A.5: Diesel synchronous generator governor and prime mover model.
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Figure A.6: Diesel synchronous generator AVR and exciter model.
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Figure A.7: Diesel synchronous generator protection logic circuit.
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A.2 Three Phase GFM Inverter Block Diagrams and Default Parameters

PNNL-38264

Table A.2: Three Phase GFM Inverter Default Parameters.

Parameter

Volt.

Pri. Voltage
Rating

X1
C

TOC1
OoVv1
uv1
uv3
UF1

Value

12.47 kV

12.47 kV
1.5 MVA

0.05 pu
0.0521 pu

0.05 pu

0.0 pu

0.01s

Parameter

SCC

Sec. Voltage
Z

Ry
B¢

T;

1.2pu,10s
1.1 pu, 12.0 s

0.88 pu, 20.0 s

0.5pu, 1.0s

57.0Hz, 0.0s

Value Parameter Value
Grid Connection
15.0 MVA X/R 10
Step Up Transformer

0.48 kV  Pri. Winding WYE-G

5.75% X/R 4.7
LCL Filter
0.005 pu Xo 0.05 pu
0.0001 pu
Droop Controllers
0.05 pu wo 1.0 pu
Voltage Controller
20.0 pu/s +Lim 1.5 pu
Low Pass Filters
0.0004 s Tp 0.01s
Protection System
I0C
ov2
uv2
OF1

Parameter Value

Sec. Winding  DELTA

Ry 0.005 pu
‘/set 1.0 pu
—Lim 0.0 pu
T 0.01s
20pu,0.0s
1.2 pu, 0.0 s
0.7 pu, 10.0 s
62.0 Hz, 0.0 s

HYPERSIM DER Models and Default Parameters
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Figure A.8: Three phase GFM inverter model subcircuit and test circuit model.

A.5



PNNL-38264

Figure A.9: Three phase GFM inverter physical model.
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Figure A.10: Three phase GFM inverter system base variables for per-unitizing signals.

3PH PLL AND RRF COMPONENTS

vrid sis C C

AbcDq1

Wt_ref_deg p

Div3 ID_FIL1

ul o u s id fil_si
w Y Lowpasc ¥

Div4 1Q_FIL1

Figure A.11: Three phase GFM inverter calculation of rotating reference frame voltage and current

components.
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VOLTAGE AND CURRENT MAGNITUDE AND RRF POWER
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Figure A.12: Three phase GFM inverter measurement of RMS voltage, RMS current, instanta-
neous real power, and instantaneous reactive power.
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Figure A.13: Three phase GFM inverter droop control.
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3PH VOLTAGE REFERENCE GENERATION
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Figure A.14: Three phase GFM inverter voltage control and modulation signals.
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Figure A.15: Three phase GFM inverter protection logic circuits.
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A.3 Three Phase GFL Inverter Block Diagrams and Default Parameters
Table A.3: Three Phase GFL Inverter Default Parameters.
Parameter Value Parameter Value Parameter Value Parameter Value
Grid Connection
Volt. 12.47 kV SCC 15.0 MVA X/R 10
Step Up Transformer
Pri. Voltage  12.47 kV  Sec. Voltage 0.48 kV Pri. Winding WYE-G Sec. Winding  DELTA
Rating 1.5 MVA Z 5.75% X/R 4.7
LCL Filter
X 0.05 pu Ry 0.005 pu X 0.05 pu Ry 0.005 pu
C 0.0521 pu Rc 0.0001 pu
Active and Reactive Power Controllers
K, 0.0 pu K; 5.0 pu/s
Current Controllers
K, 1.0 pu K; 10.0 pu/s I, + Lim 1.1 pu 1, — Lim -1.1 pu
I;+ Lim NanE —Iq2 I;— Lim 0.0 pu
Low Pass Filters and PLL
T, 0.01s T; 0.0004 s Tp 0.01s To 0.01s
Ky il 400 rad/pu K pu 40e3 rad/pu*s
Protection System
TOC1 1.2 pu,1.0s 10C 20pu, 0.0s
OoV1 1.1 pu, 120 s ov2 1.2 puy,00s
uvi1 0.88 pu, 20.0 s uv2 0.7 pu, 10.0 s
uv3 0.5pu, 1.0s OF1 62.0 Hz, 0.0 s
UF1 57.0Hz,0.0s

FGRID_CMD1

VGRID_PK1

THGRID_CMD1 IV 3PH GFL V1
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Finv
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Qinv

Vinv
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Add
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Figure A.16: Three phase GFL inverter model subcircuit and test circuit model.
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Figure A.17: Three phase GFL inverter physical model.
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Figure A.18: Three phase GFL inverter system base variables for per-unitizing signals.

HYPERSIM DER Models and Default Parameters A.11



3PH PLL AND RRF COMPONENTS

PNNL-38264

a

Gaind

thgrid_sig

a 3
¢ warid_sig 1 b P b

KC—M AbcDgl

ABC —DQ
T — p1(a,b.c,pl [dal

KPPLL

a
b

a
vgrid_sig I ; c E E c
[ P~
|

thgrid_sig B

T_FILT

=

e

Fieterd

id_fil_sig

ig_fil_sig

Figure A.19: Three phase GFL inverter calculation of rotating reference frame voltage and current
components using three phase, synchronous reference frame phase locked loop (SRFPLL).
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Figure A.20: Three phase GFL inverter measurement of RMS voltage, RMS current, instanta-

neous real power, and instantaneous reactive power.
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Figure A.21: Three phase GFL inverter active and reactive power controllers.

HYPERSIM DER Models and Default Parameters

A.14



CLOSED LOOP CURRENT CONTROL
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Figure A.22: Three phase GFL inverter d- and g-axis current controllers.
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Figure A.23: Three phase GFL inverter voltage modulation signals.
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Figure A.24: Three phase GFL inverter scheme for synchronizing to grid voltage and closing
PCC circuit breaker.
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Figure A.25: Three phase GFL inverter protection logic circuits.
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A.4 Single Phase GFM Inverter Block Diagrams and Default Parame-

ters
Table A.4: Single Phase GFM Inverter Default Parameters.
Parameter Value Parameter Value Parameter Value Parameter Value
Grid Connection
Volt. 12.47 kV SCC 0.1 MVA X/R 5
Step Up Transformer
Pri. Voltage 7.2 kV Sec. Voltage  0.24 kV Rating 0.01 MVA Z 2.326%
X/R 2.1
LCL Filter
X1 0.05 pu R 0.005 pu X5 0.01 pu Rs 0.001 pu
C 0.0543 pu Re 0.0002 pu
Droop Controllers
my 0.01 pu Mg 0.05 pu wo 1.0 pu Viset 1.0 pu
Voltage Controller
K, 0.0 pu K; 20.0 pu/s +Lim 1.2 pu —Lim 0.0 pu
Low Pass Filters and SOGI-FLL
T, 0.01s T; 0.0004 s Tp 0.01s To 0.01s
5 -50 pu wo 377 rad/s
Protection System
TOC1 1.2 pu, 1.0 s I0C 20pu, 0.0s
ov1 1.15pu, 0.5s ov2 1.2 pu, 0.0s
uv1 0.7 pu, 0.16 s uv2 0.5pu,0.0s
OF1 62.0 Hz, 0.0 s UF1 57.0 Hz, 0.0 s
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Figure A.26: Single phase GFM inverter model subcircuit and test circuit model.
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Figure A.27: Single phase GFM inverter physical model.
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Figure A.28: Single phase GFM inverter system base variables for per-unitizing signals.
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Figure A.29: Single phase GFM inverter measurement of system frequency using Second Order

Generalized Integrator Frequency Locked Loop (SOGI-FLL).
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Figure A.30: Single phase GFM inverter calculation of orthogonal components of single phase

voltage and current.
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VOLTAGE, CURRENT, POWER MEASUREMENT
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Figure A.31: Single phase GFM inverter measurement of RMS voltage, RMS current, instanta-

neous real power, and instantaneous reactive power.
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Figure A.32: Single phase GFM inverter droop control.
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Figure A.33: Single phase GFM inverter voltage control.
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Modulation Signal Generation
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Figure A.34: Single phase GFM inverter generation of modulation signals.
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Figure A.35: Single phase GFM inverter protection logic circuits.
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A.5 Single Phase GFL Inverter Block Diagrams and Default Parameters

Table A.5: Single Phase GFL Inverter Default Parameters.

Parameter Value Parameter Value Parameter Value Parameter Value
Grid Connection
Volt. 12.47 kV SCC 0.1 MVA X/R 5
Step Up Transformer
Pri. Voltage 7.2 kV Sec. Voltage 0.24 kV Rating 0.01 MVA Y4 2.326%
X/R 2.1
LCL Filter
X1 0.05 pu Ry 0.005 pu X5 0.05 pu Rs 0.005 pu
C 0.0543 pu Re 0.0002 pu
Active and Reactive Power Controllers
K, 0.0 pu K; 5.0 pu/s
Current Controllers
K, 1.0 pu K; 1.0 pu/s I, + Lim 1.1 pu I, — Lim -1.1 pu
I+ Lim ,/1.12—13 I; — Lim 0.0 pu
Low Pass Filters and Enhanced PLL
T, 0.01s T; 0.0004 s Tp 0.01s T 0.01s
Hy 400 rad/pu H, 20e3 rad/pu*s Hjy 200 pu
Protection System
TOC1 1.2pu, 1.0s I0C 20pu,00s
ov1 1.15pu, 0.5 s ov2 1.2 puy,0.0s
Uv1 0.7 pu, 0.16 s uv2 0.5pu, 0.0s
OF1 62.0 Hz, 0.0 s UF1 57.0 Hz, 0.0 s
F nom_si H veREH . ) Finy
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Figure A.36: Single phase GFL inverter model subcircuit and test circuit model.
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Figure A.37: Single phase GFL inverter physical model.
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Figure A.38: Single phase GFL inverter system base variables for per-unitizing signals.
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Figure A.39: Single phase GFL inverter calculation of voltage magnitude and phase angle using
single phase enhanced phase locked loop (EPLL).
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Figure A.40: Single phase GFL inverter calculation of current magnitude and phase angle using
single phase enhanced phase locked loop (EPLL).
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ORTHOGONAL PU COMPONENTS
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Figure A.41: Single phase GFL inverter generation of orthogonal components of single phase

voltage and current.
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Figure A.42: Single phase GFL inverter measurement of RMS voltage and RMS current.
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RRF POWER MEASUREMENT
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Figure A.43: Single phase GFL inverter measurement of instantaneous real and reactive power.
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CURRENT REFERENCE GEMERATION
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Figure A.44: Singlephase GFL inverter active and reactive power controllers.
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Figure A.45: Single phase GFL inverter d- and g-axis current controllers.
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Figure A.46: Single phase GFL inverter voltage modulation signals.
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Figure A.47: Single phase GFL inverter protection logic circuits.
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