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Summary 
 
 
Modeling forms an important component of radiation detection development, allowing for testing 
of new detector designs, evaluation of existing equipment against a wide variety of potential 
threat sources, and assessing operation performance of radiation detection systems.  This can, 
however, result in large and complex scenarios which are time consuming to model.  A variety 
of approaches to radiation transport modeling exist with complementary strengths and 
weaknesses for different problems.  This variety of approaches, and the development of 
promising new tools (such as ORNL’s ADVANTG) which combine benefits of multiple 
approaches, illustrates the need for a means of evaluating or comparing different techniques for 
radiation detection problems. 
 
This report presents a set of 9 benchmark problems for comparing different types of radiation 
transport calculations, identifying appropriate tools for classes of problems, and testing and 
guiding the development of new methods.  The benchmarks were drawn primarily from existing 
or previous calculations with a preference for scenarios which include experimental data, or 
otherwise have results with a high level of confidence, are non-sensitive, and represent problem 
sets of interest to NA-22.  From a technical perspective, the benchmarks were chosen to span a 
range of difficulty and to include gamma transport, neutron transport, or both and represent 
different important physical processes and a range of sensitivity to angular or energy fidelity. 
 
Following benchmark identification, existing information about geometry, measurements, and 
previous calculations were assembled.  Monte Carlo results (MCNP decks) were reviewed or 
created and re-run in order to attain accurate computational times and to verify agreement with 
experimental data, when present.  Benchmark information was then conveyed to ORNL in order 
to guide testing and development of hybrid calculations.  The results of those ADVANTG 
calculations were then sent to PNNL for compilation.  This is a report describing the details of 
the selected Benchmarks and results from various transport codes. 
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Definitions, Acronyms, and Abbreviations 
 
ADVANTG Automated Variance Reduction Generator – a Monte Carlo/Deterministic Hybrid 

transport code developed by ORNL, using Denovo, and MCNP 
 
Attila A deterministic transport code developed by Transpire Inc. 
 
CADIS Consistent Adjoint Driven Importance Sampling – a method for generating 

variance reduction parameters to accelerate the estimation of single-bin tallies 
 
Denovo A 3-D, block-parallel discrete ordinates transport code developed at ORNL 
 
Determinisitic In this document, refers to methods and codes that discretize the independent 

variables of the transport equation to construct linear algebraic systems of 
equations that are solved via iterative methods. This class of methods includes 
the discrete ordinates approximation. 

 

FOM Figure of Merit – defined as TR21 , where R is the tally relative error and T is the 

computational time 
 
FW-CADIS Forward-Weighted CADIS – a method for generating variance reduction 

parameters to obtain relatively uniform statistical uncertainties across multiple 
tallies or space- and/or energy-dependent mesh tallies 

 
GADRAS Gamma Detector Response and Analysis Software 
 
INL Idaho National Laboratory 
 
LANL Los Alamos National Laboratories 
 
MCNP Monte Carlo N-Particle – a continuous-energy neutron, photon, and electron 

transport code developed at Los Alamos National Laboratory. 
 
Monte Carlo Methods and codes that simulate particle transport by sampling the individual 

events in particle’s life history (e.g., emission by a source, free-streaming 
between collisions, collision, production of secondary particles, etc.) 

 
ORNL Oak Ridge National Laboratory 
 
PANDA Passive Nondestructive Assay of Nuclear Materials – NUREG/CR-5550/LA-UR-

90-732 written by LANL. 
 
PNNL Pacific Northwest National Laboratory  
 
RADSAT Radiation Detection Scenario Analyst Toolbox – a Coupled Deterministic/Monte 

Carlo transport code developed by PNNL, where the bulk transport is done in 
Attila and the detector response is calculated in MCNP 

 
VR Variance Reduction – procedures used to increase the precision of the estimates 

that can be obtained for a given number of iterations 
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Introduction and Background 
 
 
In the last two decades, many new radiation detector designs have been developed for varied, 
non-traditional uses, specifically for national security related applications and scenarios.  Since 
these systems and scenarios are new and different from the existing, traditional ones, little 
experimental data has been gathered.  Experimental data may also be impossible to acquire in 
the case of analyzing conceptual designs, because they do not exist yet.  As this new radiation 
detection equipment is built and deployed, the ability to predict the efficacy of these systems 
becomes very important.  Of course, efficacy is best predicted through experimentation, but it is 
not practical to perform all such measurements because of time and cost constraints, as well as 
the availability of suitable threat sources.  Many times, full prototypes are too expensive to build 
and test, so operational data is not always available, but some assurances are required before 
building them.  For these scenarios, the best way to get the needed data is to model the 
detector systems with reliable and established computational tools. 
 
Along with this trend of new applications of radiation detection, the scenario analysts continually 
perform larger calculations than ever before as computational capacity increases with microchip 
efficiency according to Moore’s law.  For example, methods developers have greatly improved 
variance reduction techniques and parallel processing of codes.  With this new dependence on 
large-scale computing for detector development and analysis of detection scenarios comes a 
need for even larger calculations, thus increasing the importance of developing new simulation 
algorithms and methods. 
 
 

General Transport Methods 
 
For particle transport, there are two general categories of computational tools: stochastic and 
deterministic.  Essentially, deterministic methods give exact results to an approximation 
(discretization) of the system, while Monte Carlo methods give approximate (statistical) results 
to an exact representation of the system, while the physics (cross sections) are essentially the 
same.  Monte Carlo methods are typically the tool of choice for simulating the response of 
neutron and gamma-ray detectors operating in national security settings, but deterministic 
codes offer potential advantages in computational efficiency for many complex 3-D scenarios, 
particularly those with a high degree of attenuation or scattering.  Because pulse-height tallies 
are inherently stochastic, Monte Carlo simulation of gamma-ray spectrometer response is 
straightforward.  Pulse-height tallies are not an obvious extension of deterministic methods, so 
gamma-ray detection for deterministic methods is problematic. The idea has been around for a 
long time to combine the two in some way to gain the benefits of both, while trying to get around 
the limitations of both [Bell et al. 1970, Duderstadt et al. 1976, Lamarsh 1983, Parringron et al. 
1996]. 
 
 

Stochastic/Monte Carlo Transport Methods 
 
A common stochastic neutron transport code is Monte Carlo N-Particle (MCNP), which is 
developed at LANL.  Of course, there are other codes that use the Monte Carlo methods (e.g. 
GEANT), but MCNP is the most prevalent and is the code used in these benchmarks to 
represent Monte Carlo methods.  The Monte Carlo method is originally developed to help model 
particle transport for the Manhattan project in the first half of the twentieth century.  The method 
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is given its name because it resembled games of chance.  It models representative particles for 
the duration of their lifetime using probability distribution functions at every interaction with the 
background medium [X-5 et al. 2001, Waters et al. 2002]. 
 
Monte Carlo codes continue to be used more frequently as computing speeds increases, due to 
their geometric flexibility, well-tested cross section libraries, and high accuracy through the 
direct simulation of fundamental physics processes.  Variance reduction techniques and parallel 
processing have also decreased the run times of Monte Carlo codes and increases their usage.  
An advantage of using this technique is that very complex geometries can be modeled with high 
accuracy because it does not require a mesh structure.  In addition, Monte Carlo methods have 
a continuous energy treatment for particle interaction cross-sections, as opposed to the 
discrete, multigroup approach commonly used in deterministic transport. 
 
Because Monte Carlo codes are statistical in nature, their calculations do not give exact results.  
They give approximations of the results with associated statistical errors.  To reduce these 
errors, the Monte Carlo technique requires a large number of particles to be simulated, which 
means it needs a large amount of time and computing power.  As more particles enter a specific 
region, there are more data points in that region.  With more points in the data set, variance in 
estimated quantities will decrease.  In general, Monte Carlo codes accurately and efficiently 
calculate global, or system-wide, quantities, but do not work as well for detailed resolved 
parameters.  However, Monte Carlo solutions are not global. The fluxes, reaction rates, and 
other characteristics of the radiation field are only obtained in volumes and on surfaces that are 
selected prior to a simulation.  A major drawback of Monte Carlo methods is the extremely long 
run times required to achieve good statistical precision, particularly for problems with deep 
penetration, high degree of self-attenuation, or those of large physical scale. 
 
 

Deterministic Transport Methods 
 
Deterministic techniques for particle transport are used almost exclusively before the Monte 
Carlo technique became common and are still used frequently, although they are rarely used for 
radiation detection applications.  Most detection simulations are done using Monte Carlo 
methods, in particular MCNP.  However, deterministic codes which use finite elements to solve 
the transport equation are used in highly scattering scenarios like shielding calculations.  
Deterministic codes involve the discretization of the transport equation in each of its 
independent variables to generate a large system of linear equations.  The solution of this linear 
system yields information about the particle population at every location in the discrete 
representation of the problem.  This process can find solutions to problems that are previously 
unsolvable by hand as well as being fast and yielding very accurate results.  
 
Many problems in radiation detection involve complicated scenarios with considerable 
scattering, and are extremely difficult and time consuming to run in MCNP.  Deterministic 
calculations can provide significant speedups (10’s to 100’s of times faster) for some of these 
problems.  In particular, problems with a low probability of any given photon reaching the 
detector -- heavily shielded or scattering problems – benefit from deterministic calculation, as do 
long dwell time problems.  Deterministic problems solve the problem everywhere in space, at 
infinite time.  However, pulse height tallies for detector response at present cannot be calculated 
deterministically. 
 
The deterministic transport code used for the calculations in these benchmarks is called Attila, 
and is developed by Transpire Inc.  Attila uses input to solve the first order form of the steady 
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state linearized Boltzmann transport equation for each of its mesh cells.  Attila solves this 
equation by discretizing it and solving iteratively for six variables in location, energy and 
direction.  It utilizes finite difference, finite element, nodal, discrete ordinates (Sn) and Pn 
methods.  As with the Monte Carlo technique, there are many other deterministic codes and 
methods, but Attila is used for the scenarios in this benchmark set [McGhee et al. 2007]. 
 
In general, deterministic methods tend to allow better resolution of local flux-related parameters, 
especially in low flux regions of the problem.  Other advantages of deterministic methods are 
that they can be significantly faster than Monte Carlo methods for shielded and self-attenuating 
scenarios, they provide a solution everywhere, and the solution has no statistical noise. [Lewis 
et al. 1984]  However, most deterministic codes rely on uniform Cartesian meshes, making them 
intractable for geometrically complex scenarios. In addition, discretization errors such as ray 
effects can be problematic in detection scenarios.  While deterministic algorithms enable more 
comprehensive investigations of particle transport theory, they all generally possess an inherent 
shortcoming, (i.e. some discretization error).  This error is a result of the limitation of computer 
storage, although it is large by past standards and continually increasing. 
 
However, some kinds of problems are not well suited to deterministic simulation (at least, the 
discrete ordinates approach).  Simple problems with little scatter may not benefit and timing or 
coincidence information is currently not included.  Problems where the mesh must span a large 
range in length scales can be computationally expensive.  Perhaps the biggest obstacle, 
though, to incorporating deterministic simulation directly into radiation detection calculations is 
found to be the level of user expertise required to run it.  With a Monte Carlo simulation, barring 
errors in setup geometry, simulation error is primarily statistical and reflects precision.  With 
deterministic simulation, convergence is determined by successively refining the discretization 
parameters (mesh size, number of angles in the scattering term, number of energy bins).  Only 
by ensuring that the solution is stable upon further refinement is the user confident of an 
accurate answer; insufficiently converged runs can otherwise be difficult to identify, particularly 
for a non-expert. 
 
 

Coupled Transport Methods 
 
One combination of the two methods is referred to as the coupled method.  In a previous NA-22 
project, the Radiation Detection Scenario Analyst Toolbox (RADSAT) is developed using the 
coupled method.  RADSAT is founded on a 3-dimensional deterministic radiation transport 
solver capable of efficiently computing the radiation field at all points in complex, large-scale 
problems (e.g. buildings).  These results are then coupled to a Monte Carlo detector response 
simulator.  The key challenge of this two-step coupled process is translating the angular flux 
information provided by a deterministic transport solution, to a definition of individual source 
particles for Monte Carlo transport.  For a Monte Carlo source particle to be created, a particle’s 
location, energy, and direction must be defined.  All of this information can be derived from the 
discretized angular flux so long as the deterministic angular flux has sufficient fidelity in terms of 
angle, energy, and location for the detection scenario and spectrometer under investigation. 
[Burns et al. 2009, Casella et al. 2009, Shaver et al. 2009, Smith, et al. 2008] 
 
To accomplish this, the geometry from the MCNP input deck is used to create a three 
dimensional solid model using Solid Works 3D (any 3D CADing program works).  This simplified 
model is then converted into the Parasolid format, which is the required format for the Attila 
input.  This Parasolid model is the basis for mesh structure that Attila defines as the system. 
Multigroup cross sections are then generated from material densities and compositions.  Once 
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all of the materials in the Solid Works model have associated cross section data, they are 
coupled together in Attila.  Attila has a user-friendly graphical user interface (GUI) which is used 
to input the 3D model of the geometry.  This model is then used to make a mesh of the system 
to discretize the geometry.   Attila uses an arbitrary tetrahedral mesh structure.  The multigroup 
cross section data is then assigned to each individual mesh component in the geometry.  Mesh 
cells essentially are divided up sections, or volumes, of the geometry.  The more cells that are 
specified, the smaller their volumes are, so the more detailed the results, but the longer the run 
time.  Attila then solves the specified problem for each cell by iterating within the cells and 
coupling the problem among all of the cells. 
 
 

Hybrid Transport Methods 
 
Another approach for combining deterministic and Monte Carlo transport methods is the 
Consistent Adjoint Driven Importance Sampling (CADIS) method [Wagner et al. 1998].  The 
fundamental concept is to generate an approximate importance function from a fast-running 
deterministic adjoint calculation and use the importance map to construct variance reduction 
parameters that can accelerate tally convergence in the Monte Carlo simulation.  The variance 
reduction parameters consist of space and energy-dependent weight window bounds and an 
importance-weighted (biased) source distribution.  In the simulation, the weight windows are 
used to split or roulette particles that move toward relatively more or less important regions of 
phase space, respectively.  The biased source ensures that particles are preferentially started 
where they are likely to contribute to the tally of interest.  In addition, the source biasing 
parameters are consistent with the weight map; that is, source particles are sampled with 
weights that are at, or very near, the center of the window. 
 
The CADIS method was developed to accelerate the estimation of an individual tally (e.g., a 
single cell tally with no energy bins). A newer hybrid method, the Forward-Weighted CADIS 
(FW-CADIS) method [Wagner et al. 2009], was developed to obtain relatively uniform statistical 
uncertainties across an arbitrary number of tallies (or tally bins). In the FW-CADIS method, a 
forward (as opposed to adjoint) deterministic calculation is initially performed and the results are 
used to construct an adjoint source that is weighted by the inverse of the forward flux in the 
regions of space and energy where the tallies are defined. Once the source has been 
computed, a deterministic adjoint calculation is performed and variance reduction parameters 
are computed using the CADIS methodology. The FW-CADIS method is flexible. It can be used 
to accelerate multiple, isolated tallies (e.g., cell or point-detector tallies) or it can be applied to 
large regions of space and/or energy. 
 
The CADIS and FW-CADIS hybrid methods have been implemented in the ADVANTG code 
[Wagner et al. 2002, Mosher et al. 2009], which was developed to automate the process of 
generating variance reduction parameters for MCNP5. Given an MCNP input file and additional 
parameters for the deterministic calculation (e.g., spatial mesh, quadrature order, etc.), 
ADVANTG constructs an input for and drives the Denovo 3-D discrete ordinates package 
[Evans et al. 2010]. Denovo implements modern discretization schemes and solvers to generate 
solutions by the fastest and most robust methods available for structured grids. ADVANTG uses 
the output of Denovo to construct space and energy-dependent weight-window targets and a 
biased source, which are output as a WWINP file and SDEF cards, respectively. This output can 
be used directly with unmodified versions of MCNP5 and MCNPX. ADVANTG has been shown 
to produce highly-converged tally results in challenging detection problems [Mosher et al. 2009] 
and requires significantly less effort from the user than MCNP’s stochastic weight window 
generator [Smith et al. 2005]. 
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One Dimensional, Analytic Methods 
 
Another way to solve for detector responses is using a one dimensional, analytic method to get 
the flux at the detector and then multiplying that by an empirically derived detector response 
function. While this method is technically not particle transport, it is very fast and works very well 
for solving detector responses for the uncollided flux (peak counts). The representative code 
used in these benchmarks for this method is GAmma Detector Response and Analysis Software 
(GADRAS) is a gamma-ray spectral analysis software toolset developed at Sandia National 
Laboratories [Waymire, 2009]. 
 
 

Performance Metrics 
 
In this new landscape of method and algorithm development, confirmation of a code’s 
performance is essential.  In practice, the utility of a code clearly depends on its accuracy and 
the computational resources required, but code performance is a not a simple, single, or 
sometimes even quantitative metric.  It is a series of metrics that are interrelated and problem 
specific.  The two general categories of performance of a code are quality, sometimes referred 
to as “solution accuracy” (how good of an answer does it give?) and time to solution (how long 
does it take to get that answer?).  However, solution accuracy is not necessarily fixed across a 
problem, and may vary spatially or with energy.  Also, many times solution accuracy and time to 
solution are inversely proportional, meaning it may take longer to get a better answer. 
 
A suite of benchmarks provides a basis for testing radiation transport codes on relevant 
problems and help identify gaps in existing techniques which can in turn drive algorithm and 
method development.  Comparing various benchmarks to experimental data and/or existing 
codes can help to define performance of the code, but it is important to have clear expectations 
on a problem-by-problem basis of what, exactly, will be compared.  This is done by knowledge 
of detection metrics used on specific problems.  Of course, there is no guarantee that this 
approach will confirm the performance of a particular computational algorithm for all scenarios, 
but it is currently the best approach.  Even with the comparison data given here, code 
developers and users must decide which metrics will be most beneficial for specific problems.  A 
discussion of various performance metrics and factors influencing them as well as a diagram of 
the metrics factors follows. 
 
 

Code Quality (Solution Accuracy) 
 
Confirmation of a code’s quality, or solution accuracy, depends on a variety of factors that 
traditionally are placed into two categories: verification, which ensures that the code works as 
intended, and validation, which ensures that the results match experimental data.  However, 
estimating actual error in a code’s output can only been done for a few methods, and usually 
these estimates are grossly approximate and possible even misleading.  The best methods of 
validation and verification are comparison of other algorithms designed for similar applications 
and comparison to standards in a set of benchmarks, which are tied to experimental data, if 
possible. 
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Verification 
 
The simulation software must go through a verification process to demonstrate that the 
equations are being solved correctly and that there are no “bugs” in the code, to insure that it 
does what is intended.  One important method of verification is the ability to represent the 
problem sufficiently accurately within the code, and to encompass the relevant physics 
(appropriate cross sections, etc.).  In some cases, a 1-D simulation may provide a sufficiently 
good representation of a problem, while many other cases require full 3-D representations.  
Therefore, verification includes internal/system design verification, functional requirement 
verification, and coding verification.  This involves multiple reviews and beta testing of the code.  
This is sometime referred to as end users trying to “break” the code, or “make it crash”, to find 
bugs that the developers may not know about.  Running ADVANTG for the benchmarks by 
multiple users (both at ORNL and PNNL) is one of the last steps in this process.  These 
verification steps are usually accomplished by the developers, or reviewers. 
 
The user supplied inputs also should go through a verification process, although usually a less 
formal one.  Accuracy in the output depends on having an accurate model of the scenario.  This 
idea is usually colloquially expressed through a corollary statement of “garbage in, garbage out”.  
This encompasses having appropriate geometry, material, and source representations, 
approximations, convergence criteria or other refinement of the solution, making sure the 
appropriate output is requested, making sure variance reduction techniques don’t change the 
results, and other such issues.  For a Monte Carlo approach, this may include the number of 
particles thrown.  For a deterministic approach, this may include the level of discretization of the 
variables that is applied.  Separately, the user must also verify that the problem they are trying 
to solve with the code is in the specified range over which the code has been validated.  In other 
words, to ensure solution accuracy, the code must work for the type of problem being solved.  
These steps are usually accomplished by the users. 
 

Validation 
 
Once the code and inputs are verified, models in the software can be validated over some 
specified range of conditions.  This can be aided by a predefined set of benchmarks that are 
well understood to ensure that the results match experimental data.  However, there are 
different metrics of what in the experimental data needs to match.  For example, in a gamma 
spectroscopy problem, integrated counts under a few key energy peaks in the detector (perhaps 
after a background subtraction) are a common metrics.  For other problems, total counts at the 
detector integrated over all energies may be the most relevant metric (although a minimum 
energy may still need to be defined).  Other times the user might be interested in a whole 
spectrum or template matching.  Also, the level of accuracy desired may change.  For example, 
it may be more important to get an answer fast, than exactly correct.  The problem specific 
question that must be asked is, how good is good enough? 
 
For hybrid or Monte Carlo methods, accuracies based on counting statistics can be defined for 
specific metrics (per energy bin, or per all energies, etc.); MCNP’s figure of merit goes a step 
further in incorporating the tradeoff (for Poisson statistics) between computational time and 
accuracy and is a particularly useful gauge of hybrid methods.  However, deterministic 
simulations do not offer a similar metric.  Solution accuracy or matching experimental data alone 
is not the only basis for comparison, since most of the 3-D transport codes should converge to 
close the same answer given enough time/computational detail. 
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Time to Solution 
 
Confirmation of a code’s time to solution is more than just the code’s running time, or speed.  In 
fact, the total time to a solution involves the time it takes to set up the input for the run (pre-
processing), the time it takes the code to run (computer runtime), and the time it takes to 
analyze the results (post-processing). 
 
 

Pre-Processing 
 
The first step in running the code is the preprocessing of setting up the inputs.  Factors that can 
influence this include how user friendly (or how easy the code is to use), whether it has a GUI, 
or input decks, how complex the problem is, and what level of experience, or expertise the user 
has.  For example, MCNP takes some expertise, but proper use of variance reduction 
techniques, such as weight windowing takes more expertise yet.  Finalizing the input includes 
building the geometry and putting in sources, as well as adjusting (attempting to optimize) the 
run parameters in order to improve speed or accuracy and debugging the input.  For a new 
problem, this can often include multiple iterations in order to debug or to establish appropriate 
parameters.  For a familiar problem, setup time can be significantly reduced, since it’s just a 
matter of preparing the input (or building off an old one) rather than iterating to “figuring out” how 
to run it.  In some cases the time it takes to properly set up variance reduction or optimize 
parameters can be greater than the savings in runtime. 
 
 

Computer Runtime 
 
Computer runtime is influenced by how fast the code itself runs, but also what resources are 
available on which to run it.  Some codes can be parallelized on multiple processors, while 
others cannot.  It is also influenced by the experience and expertise of the user, how 
complicated a problem is, and how the user sets up the problem can effect both the overhead to 
read the input into the code and possibly the time it takes to calculate the particle transport.  The 
operator must generally choose the fidelity to which the code is run, understanding that usually 
a higher level of fidelity and accuracy result in a longer run time.  The physics mechanisms that 
dominate the problem will also affect the runtime.  How optimized the parameters are and how 
much variance reduction is used are a couple of examples of how runtime can be affected by 
the actions of the users. 
 
The nature of these choices differ depending on the class of code being used:  for Monte Carlo 
methods, an accurate solution is gradually accumulated through the simulation of increasing 
numbers of particles, while for a deterministic solution, an accurate solution is approached via 
increasingly fine discretization of parameters (generally space, energy, and angle).  It is 
important to note that accuracy is not constant everywhere in a problem – some energies or 
locations may be more accurate than others – so even specifying a particular accuracy goal 
must be done with some care, and may involve problem specific choices as to which metrics are 
most relevant.  For some codes, more careful problem setup can result in both reduced 
runtimes and higher accuracy. 
 
At its simplest, computer runtime may be assessed as the total time solution normalized by 
processing capacity – akin to time per processor MHz.  This is what is done for the benchmarks 
in this document.  This of course does not take into account factors such as memory usage, bus 
speeds and disk speeds, or overhead associated with reading input decks and beginning a 
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calculation (which can be significant, especially where a problem is relatively simple to calculate 
or where a method is relatively complex).  Also, a coupled or hybrid code will have runtimes 
associated with both deterministic and Monte Carlo portions of the calculation which will need to 
be accounted for.  The runtimes given in each benchmark below are normalized within the 
specific benchmark to processor speed for a comparison, but are not normalized between 
bencmarks, to stay consistent with the references for each scenario.  Computational times, 
unless otherwise noted, are given for runs on a machine with 4 dual-core processors running at 
2.66 GHz (Intel Xeon 5150) and 32 GB memory.  More information on the computers used in 
each benchmark can be found in the references they were taken from. 
 
 

Post-Processing 
 
Analyzing the output of the code through data analysis, normalization, plotting, and other 
techniques are often overlooked in discussions of time to a solution, but they are important.  
This can be affected by user experience and expertise, but it can also be influenced by the 
output options and formats of the code. 
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Problem Setup 
 
The discussion above illustrates why using benchmarks is a well-established and recognized 
part of particle transport algorithm and method development.  For these reasons, benchmarking 
activity has greatly increased in importance to the nuclear community recently.  Extensive 
computational benchmarking sets have been developed and heavily used for criticality and for 
analytical methods of reactor analysis [Ganapol 2008].  However, no benchmarking sets have 
been made for radiation detection scenarios.  In addition to providing a common standard for 
algorithm and method development, a computational radiation detection scenario benchmark 
set is a point of reference for detector developers and detector scenario analysts.  While this 
approach provides a general framework for describing, understanding, and re-running the 
benchmarks, this does not yet include Therefore, the benchmarks described here will form the 
basis for a benchmark set in the future which will. 
 
This report presents nine benchmarks to form the basis for, and begin a comprehensive set of 
benchmarks for the radiation detection community. These benchmarks can be used for 
comparing different types of radiation transport calculations, as well as for guiding the 
development of variance reduction methods.  The scenarios are drawn primarily from existing or 
previous calculations with a preference for scenarios which include experimental data, or 
otherwise have results with a high level of confidence, are non-sensitive, and represent problem 
sets of interest to NA-22.  From a technical perspective, the benchmarks are chosen to span a 
range of difficulty and to include gamma transport, neutron transport, or both and represent 
different important physical processes.   
 
Following benchmark identification, existing information about geometry, measurements, and 
previous calculations were assembled.  Monte Carlo results (MCNP decks) were reviewed or 
created and re-run in order to attain accurate computational times and to verify agreement with 
experimental data, when present.  Benchmark information was then conveyed to ORNL in order 
to guide testing and development of hybrid calculations.  The results of those ADVANTG 
calculations were then sent to PNNL for compilation.  This is a report describing the details of 
the selected benchmarks and results from various transport codes.  The later sections of this 
report provide a short description of the benchmarks and specifics such as source definition, 
geometry and materials. 
 
The nine benchmark scenarios are: 
 

1) PANDA Neutron Cases (n) 
2) Neutron Transport (n) 
3) Mulch Box (γ) 
4) Skyshine Gamma Background (γ) 
5) Spent Fuel Cask Gamma-Scanner (γ) 
6) Radiation Portal Monitor (γ) 
7) Radiography (γ) 
8) Polyethylene Coupled Neutron Gamma (n,γ) 
9) UF6 Cylinder (n,γ) 
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1.0 PANDA Neutron Benchmarks 
 

 

1.1 Description 
 
These benchmarks represent relatively simple neutron transport problems, with bare sources 
and moderated detectors.  The benchmarks are drawn from Chapter 14 of the Passive 
Nondestructive Assay of Nuclear Materials book, commonly referred to as PANDA, which 
describes some radiation detection related scenarios and is probably the closest there is to an 
existing neutron benchmark in the open literature.  These scenarios are very good benchmarks 
because they are well defined, simple to model, and involve several different neutron spectra 
from the varying moderation of californium-252 sources [Stewart, 1991]. 
 
Chapter 14.4.1 describes a series of one inch detectors in a polyethylene moderator ring with a 
source in the middle.  The number of detectors is changed in each case.  The geometry is 
shown below in Figure 1.  Chapter 14.4.2 describes optimizing the moderator thickness for 
thermal-neutron sensitive helium-3 tube detectors.  This geometry is shown below in Figure 2, 
where the amount of polyethylene on both the front and back of the detector are varied between 
two and eight centimeters. 
 

 
Figure 1. The geometry for the 14.4.1 PANDA benchmark. [Stewart 1991]. 

 

 
Figure 2. The geometry for the 14.4.2 PANDA benchmark. [Stewart 1991]. 



 

12 

1.2 Comparison of Results 
 

1.2.1 PANDA 14.4.1 
 
For the PANDA Chapter 14.4.1 benchmark, each MCNP case was run with 106 particles.  To 
spatially discretize the geometry in Attila by using tetrahedral meshes, the cylinders were 
converted to hexagons.  This change in the geometry can be seen below in Figure 3.  The 
global mesh size was 40cm, the mesh in the moderator is 10 cm and the mesh size in the 
detectors is 2cm.  These cases were run with S8P2 Triangle Chebychev Labotto and Galerkin 
Scattering and upscatter acceleration turned on.  The SCALE44 group neutron cross sections 
are used. 
  

 
Figure 3. Attila geometry approximations for the 14.4.1 PANDA benchmark. [Stewart 1991]. 

 
The results as presented in PANDA 14.4.1 along with the comparisons from MCNP and 
RADSAT are shown below in Figure 4.  The average difference of the MCNP cases is +3%, 
while the average difference of the RADSAT cases was -5%.  The MCNP cases took on 
average 3.5 minutes.  All of the MCNP cases took approximately the same amount of time to 
run.  The RADSAT cases were stopped after 10 outer iterations for each case, which took 
between 5 and 11 hours to complete.  In Attila, the more detectors modeled, the more meshes 
needed, so the longer the runtimes.  This clearly shows that to converge on the same answer 
MCNP takes orders of magnitude less time to complete the cases. 
 
ADVANTG could not solve this benchmark because there were too many points of interest 
(detectors) to force the neutrons into. Weight windows are usually optimized to go from one 
fixed source to one detector. 
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GADRAS could not solve this benchmark either, because having a point source in the middle of 
a cylinder, surrounded by cylindrical detectors in inherently non one dimensional. Determining 
the optimal number of detectors is infeasible with GADRAS, which only models a single 
contiguous detector element. It is not possible to vary the number of detectors in GADRAS, only 
to change the detector size. This case is dependent upon the detectors being spatially 
separated, so GADRAS is not appropriate for modeling it.   

 

 
Figure 4. Results for the 14.4.1 PANDA case. [Stewart 1991]. 

 

1.2.1 PANDA 14.4.2 
 

The results as presented in PANDA 14.4.2 are shown below in Figure 5.  Note that the lack of 
smoothness in the shape of the contour plot indicates some amount of uncertainty in the results, 
however, the uncertainties are not given in PANDA and their source is unknown. Comparison to 
the PANDA results are given in Tables 1.1 through 1.3 below as relative deviation from the 
PANDA values for all moderator thicknesses.  Cases where the absolute relative deviation is 
less than 5% are color coded green indicating good agreement, cases whose deviation are 
between 5% and 10% are yellow indicating marginal agreement, and cases whose deviation are 
greater than 10% are red, indicating poor of an agreement.  Note that all runtimes have been 
adjusted by the processor speed to fairly compare runtimes between. 
 
Each MCNP case is run with 108 particles.  The results from the MCNP cases are shown below 
in Figure 6 and Table 1.1.  The deviation from the PANDA cases are all less than 10%, with the 
highest being 9% and the average deviation being only 2% per case.   
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The cross section set that is used for the RADSAT case in Attila is the SCALE 44 set, which is 
made for light water reactors.  Therefore, there are many thermal groups, making those 
neutrons well represented, while fast neutrons are not.  These cases are run with S8P1 Triangle 
Chebychev Labotto quadrature and Galerkin scattering.  The Attila case had a global mesh size 
of 1, a mesh size of 0.1 in the helium tubes, and 0.01cm in the polyethylene shield. The results 
from the RADSAT cases are shown below in Figure 7 and Table 1.2.  The RADSAT deviation 
from the PANDA cases are average of 4% with a maximum of 17%.  However, for the half of the 
cases with the most moderator, the average deviation is 1% and the maximum is 4%.  The 
average for the half of the cases with the least amount of moderator is 7%, with a maximum of 
17%.  This illustrates the RADSAT is doing a very good job with the thermal neutrons, but not 
with the fast neutrons.  This is due to the cross section set that is used as described earlier.   
 
The shortest runtime in MCNP is the 2cmx2cm moderator at 169 minutes and the longest 
runtime is the 8cmx8cm moderator at 217 minutes.  The average runtime for the cases is 192 
minutes. The runtime in RADSAT is 38 minutes per run.  However, to increase the number of 
energy groups to get the same statistical agreement as MCNP, it is estimated that the run times 
would be 3.6 times longer, making them around 70 minutes per run, or ~1.5 times faster than 
MCNP.  This would also include much more time up front generating a problem specific cross 
section set, rather than using the existing SCALE44 set, greatly increasing the total time to 
solution.  Also, with minimal variance reduction, runtimes in MCNP could be decreases to faster 
than the RADSAT runs. 
 
The ADVANTG runs yielded essentially identical results to MCNP and were on average a factor 
of twelve slower than MCNP.  Therefore, RADSAT has the fastest run time, but the total time to 
solution is the fastest in MCNP when taking into account having to make a special cross section 
library for the RADSAT runs. 
 
All of the GADRAS runs were completed in less than one second, which is very fast.  However, 
the average variation from the PANDA results was 23%.  The GADRAS results agree well for 
some combinations of front and back poly thicknesses, and only marginally well for others. This 
could be a good option for a first cut, order of magnitude solution to problems like this, before 
more rigorous, time consuming calculations are done. The GADRAS results are shown below in 
Figure 8 and Table 1.3. 
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Figure 5. Normalized Results from PANDA 14.4.2. 
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Figure 6. Normalized results from MCNP 14.4.2. 
 
 

Table 1.1. MCNP results compared to PANDA 14.4.2. 

Rel. 
Diff. 

FRONT POLY THICKNESS (cm) 

    2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 

B
A

C
K

 P
O

L
Y

 T
H

IC
K

N
E

S
S

 (
c

m
) 

2 4% 2% 4% 2% 0% 5% 5% 3% 3% 1% 2% 2% 6% 

2.5 7% 4% 4% 1% 0% 2% 3% 1% 2% 1% 4% 1% 4% 

3 9% 1% 4% 1% 2% 7% 5% 3% 0% 2% 3% 2% 3% 

3.5 5% 1% 3% 1% 1% 1% 4% 1% 1% 1% 1% 2% 2% 

4 6% 0% 4% 1% 1% 1% 3% 1% 1% 0% 3% 2% 1% 

4.5 6% 0% 5% 1% 2% 2% 3% 3% 0% 0% 2% 0% 1% 

5 5% 1% 5% 0% 1% 1% 3% 2% 2% 0% 1% 1% 1% 

5.5 3% 1% 4% 1% 2% 1% 3% 2% 1% 1% 2% 3% 3% 

6 4% 0% 4% 0% 2% 1% 2% 2% 1% 2% 2% 3% 3% 

6.5 5% 1% 4% 0% 1% 1% 3% 2% 1% 0% 2% 2% 3% 

7 3% 2% 6% 1% 1% 2% 2% 2% 0% 0% 1% 3% 3% 

7.5 5% 3% 5% 0% 2% 2% 3% 2% 0% 0% 2% 3% 4% 

8 4% 1% 5% 1% 2% 1% 2% 2% 1% 0% 1% 2% 3% 
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Figure 7. Normalized results from RADSAT 14.4.2. 

 
 

Table 1.2. RADSAT results compared to PANDA 14.4.2. 

Rel. 
Diff. 

FRONT POLY THICKNESS (cm) 

    2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 

B
A

C
K

 P
O

L
Y

 T
H

IC
K

N
E

S
S

 (
c

m
) 

2 12% 4% 10% 2% 3% 7% 6% 3% 2% 0% 4% 0% 4% 

2.5 15% 2% 9% 5% 3% 4% 3% 1% 1% 0% 2% 1% 2% 

3 17% 5% 10% 3% 5% 9% 6% 3% 0% 1% 1% 0% 2% 

3.5 13% 5% 8% 3% 4% 3% 5% 1% 1% 2% 1% 0% 0% 

4 14% 6% 10% 4% 4% 3% 4% 1% 0% 1% 1% 1% 1% 

4.5 14% 6% 11% 3% 6% 4% 3% 3% 1% 2% 0% 1% 0% 

5 12% 7% 10% 4% 4% 3% 4% 2% 2% 1% 1% 0% 0% 

5.5 11% 7% 9% 3% 5% 3% 4% 2% 2% 2% 0% 1% 1% 

6 12% 6% 9% 4% 6% 3% 3% 2% 2% 3% 1% 1% 1% 

6.5 12% 7% 9% 4% 5% 3% 4% 2% 2% 1% 0% 0% 2% 

7 10% 8% 12% 3% 4% 4% 3% 2% 1% 1% 0% 1% 1% 

7.5 13% 9% 10% 5% 5% 4% 4% 2% 1% 1% 0% 1% 2% 

8 12% 7% 11% 5% 5% 3% 3% 2% 2% 1% 0% 1% 1% 
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Figure 8. Normalized results from GADRAS 14.4.2. 

 
 

Table 1.3. GADRAS results compared to PANDA 14.4.2. 

Rel. 
Diff. 

FRONT POLY THICKNESS (cm) 

    2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 

B
A

C
K

 P
O

L
Y

 T
H

IC
K

N
E

S
S

 (
c

m
) 

2 143% 106% 70% 56% 42% 33% 23% 31% 39% 21% 2% 9% 16% 

2.5 117% 93% 68% 50% 32% 28% 24% 23% 22% 15% 9% 9% 9% 

3 91% 77% 67% 39% 23% 21% 25% 18% 4% 13% 15% 6% 3% 

3.5 79% 64% 49% 34% 19% 16% 14% 9% 4% 7% 10% 6% 2% 

4 67% 48% 30% 23% 15% 9% 3% 4% 5% 5% 4% 3% 2% 

4.5 57% 44% 31% 22% 12% 9% 7% 8% 9% 8% 7% 6% 6% 

5 47% 39% 33% 18% 9% 8% 11% 7% 13% 10% 9% 9% 10% 

5.5 44% 34% 25% 17% 8% 8% 8% 11% 14% 13% 13% 13% 13% 

6 41% 29% 17% 13% 8% 7% 6% 11% 16% 16% 16% 16% 15% 

6.5 39% 30% 21% 14% 8% 9% 10% 13% 16% 17% 18% 18% 19% 

7 37% 30% 25% 14% 7% 8% 13% 12% 16% 18% 19% 20% 22% 

7.5 39% 31% 23% 15% 8% 9% 10% 14% 18% 20% 21% 23% 25% 

8 41% 31% 20% 15% 10% 8% 6% 13% 19% 21% 24% 25% 27% 
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2.0 Neutron Transport Benchmarks 
 
 

2.1 Description 

These benchmark problems measure the response of a shielded He-3 neutron detector to a Cf-

252 source, and provides a relatively simple neutron transport case with a range of shielding 

options.  The source can either be a point source or a volume source and the detector can be 

separated by shields of various thicknesses as displayed in Figure 9, where three shields are 20 

cm, 10 cm, and 1 cm.  The three shields are typically polyethylene or air, but can be any 

material.  While this case has no experimental results, it is used as neutron benchmark for 

verification and validation of the RADSAT software during its development and as a benchmark 

in the RADSAT tutorial. 

 

 
Figure 9.  The geometry for the Neutron Transport case. 

 
 

2.2 Comparison of Results 
 
For the RADSAT case, the Triangular Chebyshev Legendre quadrature set with S10P2 is used. 
Attila mesh sizes used are: global = 1 cm, polyethylene = 0.1 cm, and 3He = 0.01cm. Runtimes 
for MCNP reflect the tracking of 109 source neutrons. For the ADVANTG run, there were some 
issues with ray effects in the streaming problem of the adjoint calculation as can be seen below 
in Figure 10. 
 
The results are below in Table 2.1.  As can be seen, they results are very similar and 
sometimes MCNP is faster, while other time ADVANTG is faster. For the small shield case, 
ADVANTG ran slower because to capture the appropriate thickness, the in shield, the mesh 
size was small.  Since Denovo does not have an unstructured mesh, this made large amounts 
of cells in the problem from having the small mesh size. In all cases, however, GADRAS is the 
fastest by far and gives generally good answers, but the answers are better for thinner shields 
and less good for thicker shields.  This makes sense as this case is inherently one dimensional. 
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Figure 10  A 45° slice of the neutron adjoint solution (Group 5) 

 
 

Table 2.1.  Results Summary 

Test No Shield 
Right 
(Thin Shield) 

Center 
(Medium Shield) 

Left 
(Thick Shield) 

MCNP Counts/cm3 7.95E-07 6.78E-07 1.88E-07 2.68E-08 

 Run Time (min) 73 73 151 305 

ADVANTG Counts/cm3 7.95E-07 6.72E-07 1.91E-07 2.69E-08 

Run Time (min) 73 270 5 1.5 

Rel. Diff (result %) 0% 0.9% 1.6% 0.4% 

Rel. Diff (time %) 0% 114.9% 187.2% 198.0% 

RADSAT Counts/cm3 8.01E-07 6.99E-07 1.91E-07 2.51E-08 

Run Time (min) 96 105 197 293 

Rel. Diff (result %) 0.8% 3.1% 1.6% 6.6% 

Rel. Diff (time %) 27.2% 36.0% 26.4% 4.0% 

GADRAS Counts/cm3 6.73E-07 7.09E-07 2.20E-07 3.66E-08 

Run Time (min) <1 <1 <1 <1 

Rel. Diff (result %) 16.7% 4.5% 15.9% 30.9% 

Rel. Diff (time %) >194.6% >194.6% >197.4% >198.7% 

 
The plot below in Figure 11 shows that for little to no shielding, using analog MCNP is the 
fastest because it is such a simple problem, it is not worth the computational overhead of 
including the deterministic codes.  This is especially true if the setup time is also taken into 
account.  For very thin shields deterministic codes have to make very fine meshes, which 
increases the total number of meshes, and therefore, the runtime.  The overhead of the adjoint 
solution only becomes effective in reducing run time with a thick enough shield. 
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Figure 11  Runtime Comparisons for varying shielding thicknesses. 
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3.0 Mulch Box Benchmark 
 
 

3.1 Description 
 

This problem assumes a high performance germanium detector and a 133Ba gamma source 
shielded by a wooden box containing low density mulch material.  This problem represents a 
very basic shielding problem in gamma spectroscopy, with photon transport through 
approximately 1-2 mean free paths and requirements for preserving the energy structure of the 
source and computing a detector response function.  The box rests on a slab of concrete with 
soil below as shown below in Figure 12.  The experiment collected data over about 800 
seconds. While this case has no experimental results, it is used as the gamma benchmark for 
verification and validation of the RADSAT software during its development and as a benchmark 
in the RADSAT tutorial [Smith, et al 2009].  The geometry and materials are selected to test the 
sufficiency of the approach to handle scattering and avoid spurious ray effects. 
 
Another advantage of this benchmark is that the user can artificially dial up and down density of 
the mulch to change what physical process is most important to detector response.  For 
example, with a low density mulch, most of the detector counts will go through the box and will 
be uncollided.  At a medium density, counts will be contributed from uncollided photons traveling 
through the box, collided photons traveling through the box, and collided photons traveling 
around the box.  At very high densities, the scattered photons will dominate the detector 
response. 

 
Figure 12. The geometry for the Mulch Box case with a detailed cutout of the MCNP model of 

the detector in the upper right hand corner.  
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3.2 Comparison of Results 
 

In RADSAT this case is run with S8P2 Triangle Chebychev Labotto quadrature and Galerkin 
scattering.  The Attila case had a global mesh size of 0.3 cm.  For the ADVANTG run, all of the 
energy peaks converged faster than MCNP, but there were some issues with ray effects in the 
streaming problem of the adjoint calculation.  The bulk transport in this case is a good example 
a configuration that is difficult for Monte Carlo methods and well suited for a forward 
deterministic calculation.  While ADVANTG did speed up the Monte Carlo run, the pure 
deterministic transport of RADSAT was faster. Results shown below in Table 3.1 and Figure 13. 
GADRAS was by far the fastest and also yielded good results, since this problem is mostly one 
dimensional. However, there is some scatter involved, which GADRAS does not capture as well 
as the other codes at lower energy.  Therefore, the GADRAS results improved at the higher 
energy peaks, where scattering is less important. 
 

 
Figure 13.  Comparison of Experiment, MCNP, and RADSAT 

 
Table 3.1. Summary of Results of peak counts, total counts, and runtime 

Method 
Total 
(cps) 

80 keV 
(cps) 

276.4 keV 
(cps) 

302.9 keV 
(cps) 

356 keV  
(cps) 

383.8 keV  
(cps) 

Run Time 
(min) 

Experimental 137 11.3 2.1 2.2 3.8 0.53 13.33 

MCNP 124 11.9 2.1 2.4 4.3 0.55 920 

% Difference -9.5% 5.3% 0.0% 9.1% 13% 3.8% 6,800% 

ADVANTG 128 11.9 2.2 2.5 4.4 0.54 36 

% Difference -7.1% 5.6% 2.7% 9.8% 15% 2.8% 270% 

RADSAT 121 10.5 2.0 2.2 3.8 0.56 9 

% Difference -11.7% -7.08% -4.8% 0.0% 0.0% 5.7% -32.5% 

GADRAS 136 11.7 1.7 2.0 2.0 0.5 <1 

% Difference -0.5% -3.5% -19.5% -10.4% 5.0% 2.8% <-92.5% 
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4.0 Skyshine Gamma Background Benchmark 
 
 

4.1 Description 
 
This case considers the large field backscatter of bremsstrahlung photons produced in soil from 
beta decay of 40K, 235U, 238U, and 232Th and their progeny.  As a simulation problem, this 
represents a very large area scenario, with considerable scattering and long paths for transport 
(leading to a high sensitivity to particle angle).  The purpose is to simulate the main contribution 
to low energy (< 500 keV) background observed in gamma detectors for radiation portal 
monitoring [Kernan, et al., 2009].  A visualization of the detector mounted 2.1 m above the 
ground on a small platform supported by a structure of PVC pipe is shown below in Figure 14. 
The air medium properties used in the calculations of temperature, relative humidity, and 
pressure are the measured values for time of the corresponding count-rate measurement: T0 = 
6.2o C, P = 1024.9–1005.82 mb. The air density is 0.00125 gm/cc. These are consistent with the 
modeled composition of air. 
 

 
Figure 14. The geometry for the Skyshine Gamma Background Case. 

 
 

4.2 Comparison of Results 
 
In MCNP, the source is considered to be a 1,600 m radius disk surface source below a 
hemisphere of air with detectors represented on about a 50 m region shown below in Figure 15.  
The air volume is, therefore, 8.58 km3.  The detector is modeled as a 9 x 9 array of 10.2-cm x 
10.2-cm x 40.6-cm (4-in. x 4-in. x 16-in.) NaI(Tl) detectors spaced 5 m apart shown below in 
Figure 16.  For variance reduction the MCNP model assumes importance weighted 
hemispherical shells with weighting that varies by a factor of about 80 from the near-field to the 
far-field region. Additional statistical improvement is obtained by averaging over the 81 detector 
tallies. 
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Figure 15. Configuration Used in MCNP to Calculate the Hemispherical Surface Source 

from a Disk Surface Source. 
 

 
Figure 16. MCNP model Detector array region. 

 
The geometry for the Attila model run is assumed to be a large block of air with a thin ground 
region containing the source.  Figure 17 below shows the variable mesh scale at the bottom 
region of the cube of 500 m on each side, or a total volume of 0.125 km3, which is the maximum 
physical size allowed in Attila.  There are no detectors present in the Attila model.  The detector 
response is calculated with the angular flux solution at the detector position.  The Attila model 
spatial mesh assumed about 360,000 cells with a variable mesh scale of 5 m near the ground to 
a mesh scale of 20 m in the air region.  The angular resolution is P2 for the cross sections and 
S8 (Triangular Chebychev Legendre) for the transport quadrature.  A total of 130 energy groups 
ranged from 0.25 MeV to 3.3 MeV.  On the same machine as the MCNP run the Attila solution 
for the angular flux throughout the geometry took about 2 hours. 
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Figure 17.  General tetrahedral mesh elements for air and ground. 

 
A detector-only model, shown below in Figure 18 is built from the MCNP model and enclosed in 
an emission surface which reproduced the Attila calculated angular flux. 
 

 
Figure 18.  Single Detector used for Detector Response Function. 

 
Figure 19 shows the results for detector counts.  The black, experimental, curve is the sum of 
four 30 minute measurements.  To achieve the same statistics as MCNP, the detector response 
function runs for about 60 hours on the same machine. The ADVANTG run yielded an 
essentially identical result to the MCNP run, but with a speedup of about a factor of 83. The 
runtime for Attila was also faster than MCNP with variance reduction, but not as fast as 
ADVANTG. GADRAS could not solve this benchmark as it is inherently not one dimensional and 
cannot be approximated as such. 
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Figure 19. Comparison of the Calculated to Measured Gamma-Ray Background. 

 
 

Table 4.1. Comparison of Runtimes for the Sky Shine detector 

Method Run Time (hours) 

INL - Experimental 2 

MCNPX (analog) 3,687 

Difference (%) 184,000% 

MCNPX (source energy biasing) 502 

Difference (%) 25,000% 

ADVANTG 44 

Difference (%) 2,110% 

RADSAT 144 

Difference (%) 7,100% 
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5.0  Spent Fuel Cask Gamma-Ray Scanner Benchmarks 
 
 

5.1 Description 
 
This benchmark is a Spent Fuel Cask Gamma-Ray Scanner consisting of a highly collimated 
detector that measures the gamma-ray response above each spent fuel assembly location in 
the cask.  This problem represents a considerably more complex scenario, with both gamma 
and neutron transport, a detailed and complex geometry, and a strongly collimated detector.  
The system was developed by Gus Caffrey and his team from INL.  This case was documented 
previously in the RADSAT Benchmark Implementation Final Report (Shaver 2010), as a 
benchmark of the RADSAT software to applications of interest to NA-22.  A visualization of the 
scanner is shown below in Figure 20 and the pattern over which it moves to scan all locations is 
shown below in Figure 21. The combination of assembly self-shielding and the 14 inch steel lid 
(made to shield the radiation from the spent fuel to the outside) between the source and 
detector make this case very challenging to model and get accurate results.  
 

 
Figure 20. The geometry for the Spent Fuel Cask Gamma-Ray Scanner case [Caffrey 2009]. 

 

 
Figure 21. Scanning Pattern of a Westinghouse MC-10 Spent Fuel Cask [Caffrey 2009]. 
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The detector is a HPGe 7.13x5.86 cm cylinder (dark blue in Figure 22) with 8,000 channels.  
The purple region in the figure is the collimator, while the dark gray is the shielding.  The 
specific scenario and experimental data was provided by INL is for Turkey Point Nuclear 
Reactor spent fuel in a Westinghouse MC-10 spent fuel cask.  A diagram of the cask and 
assembly locations is shown below in Figure 23.  The two assembly positions that are modeled 
for comparison are the full C2 and empty A4 slots.  These positions are indicated by being 
circled on in Figure 23 and the position of the detector is directly over the circled assemblies.  
The source is an array of 30 year decayed PWR fuel assemblies. 
 

 
Figure 22.  MCNP detector model. 

 

 
Figure 23.  Configuration and loading of the Turkey Point spent fuel cask [Caffrey 2009]. 
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5.2 Comparison of Results 
 
The fuel assemblies are modeled as the homogeneous average of source and materials.  For 
Monte Carlo runs, the 1,000 second live-time spectral measurement each with assembly source 
activities of about 1015 gammas per second would require the tracking of about 1020 source 
particles.  No n,γ reactions are modeled as they were previously determined to not be important.  
To get around much of this difficulty, the Monte Carlo N-Particle eXtended (MCNPX) [Waters et 
al. 2002] model made by INL to evaluate the effectiveness of the detection system has multiple 
variance reduction techniques in it.  First, due to self-shielding of the assemblies, only the top 75 
cm of the fuel is modeled.  Next, there is source biasing in the upward direction toward the 
scanner.  Finally, there are weight windows in sections of the cask lid to increase the gamma 
importance as the location becomes closer to the detector.  A visualization of the MCNP 
geometry and weight windows for variance reduction is shown below in Figure 24.  The 
ADVANTG runs were much faster than either of the other two methods for both of these cases.  
This is a case where the hybrid methodology is clearly the fastest way to solve the problem. 
  

 
Figure 24. MCNP Gamma-Ray Spent Fuel Cask Scanner Model showing region of lowest 

(blue) to highest (red) importance used for variance reduction. 
 
The MCNP model of the detector as shown above is used for both the RADSAT and MCNPX 
simulations.  For the RADSAT simulation of the spent fuel cask scanner scenario, the mesh is 
meshed to a tightness of 0.1 m everywhere in the problem except for the lid, which is meshed to 
0.05 m.  The cross section library is 101 groups and generated by the CEPXS module of 
RADSAT.  The maximum outer and inner iterations are both 100, and the convergence criterion 
is 1E-4.  The quadrature used is Triangle Chebychev Lobatto, with S8P2, and Galerkin 
Scattering turned on.  A point source flux edit is taken by space and energy at points centered 
above each assembly.  A visualization of the solid model for the RADSAT case is shown below 
in Figure 25. 
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Figure 25. Solid Works CAD model of the spent fuel in the cask used for the Attila geometry 

 

5.2.1 Full (C2) Assembly 
 
The spectral results of the experimental data, MCNPX, RADSAT, and GADRAS for the full C2 
assembly position are shown for comparison below in Figure 26.  For analysis of the spent fuel, 
INL looks at the spectra between 700 keV and 1100 keV as well as certain peaks from different 
isotopes. 
 
A comparison of the simulations methods is compared to the experimental data in Table 5.1 
below.  The comparison metric is the integrated area under the energy region for the spectra 
and the integrated area under the peaks for the discrete isotope lines.  As can be seen MCNPX 
and RADSAT yield consistent results with each other and with the experimental data, less than 
15% deviation from experimental in all cases.  In terms of run time, it took MCNPX over two 
days to simulate the 1,000 minutes of detector live time and RADSAT took just over one day to 
simulate the same detector live time.  This means that RADSAT took less than 60% of the time 
of MCNPX to yield comparable answers.  Both codes have been optimized for the best run time, 
including the MCNPX variance reduction mentioned previously.  With the large amount of 
shielding in a large geometry with a small detector, this is an ideal benchmark to show the types 
of problems where ADVANTG has the largest gains.  ADVANTG ran in just 225 minutes giving 
a huge speed up over the other codes. 
 
GADRAS was also run and had very good agreement with the higher energy 60Co peaks, but 
very poor agreement at the lower energy region of interest between 700 and 1100 keV, as well 
as the 154Europium peak. It is difficult to capture the scattering in GADRAS, so the lower the 
energy, the farther off the spectrum becomes.  The 511 keV peak and  137Cs peaks do not 
even show up in the GADRAS run because they get overwhelmed by the scattering 
contribution. The fan-beam collimator is impossible to accurately represent in GADRAS. Also, 
GADRAS only allows material definitions to contain 32 non-rad nuclides and 32 radioactive 
nuclides, so the spent fuel material and isotopics are not fully captured. 
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Figure 26. Comparison of Cask Scanner Detector Response in the full C2 slot. 

 
 

Table 5.1. Comparison of Results for the Cask Scanner in the full C2 slot 

 
700 – 1,100 

keV (%) 
662 keV 
Peak (%) 

1173 keV 
Peak (%) 

1274 keV 
Peak (%) 

1332 keV 
Peak (%) 

Run Time 
(min) 

INL - Experimental - - - - - 1,000 

MCNPX 14.3% 14.7% -6.77% 5.72% -8.20% 
2,916 

191.6% 

ADVANTG 14.3% 14.7% -6.77% 5.72% -8.20% 
225 

-75% 

RADSAT 11.9% 14.1% -10.6% -14.2% -10.5% 
1,687 
68.7% 

GADRAS 170% - -5.4% 95.9% -6.7% 
<1 

-99.9% 

 

5.2.2 Empty (A4) Assembly 
 
The spectral results of the experimental data, MCNPX and RADSAT for the empty A4 assembly 
position are shown for comparison below in Figure 27.  For analysis of the spent fuel, INL looks 
at the spectra between 700 keV and 1100 keV as well as certain peaks from different isotopes.  
 
A comparison of the simulations methods is compared to the experimental data in Table 5.2 
below.  The comparison metric is the integrated area under the energy region for the spectra 
and the integrated area under the peaks for the discrete isotope lines.  As can be seen MCNPX 
and RADSAT yield consistent results with each other and with the experimental data, less than 
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15% deviation from experimental in all cases.  In terms of run time, it took MCNPX over two 
days to simulate the 1,000 minutes of detector live time and RADSAT took just over one day to 
simulate the same detector live time.  This means that RADSAT took less than 60% of the time 
of MCNPX to yield comparable answers.  Both codes have been optimized for the best run time, 
including the MCNPX variance reduction mentioned previously. Again, ADVANTG clearly 
dominated with the lowest runtimes and still very good accuracy. GADRAS could not solve this 
problem because there was no source directly under the collimator, so all of the contribution 
was coming from outside of the field of view of the one dimensional calculation. 
 

 
Figure 27. Comparison of Cask Scanner Detector Response in the empty A4 slot. 

 
 

Table 5.2. Comparison of Results for the Cask Scanner in the empty A4 slot 

 
700 – 1,100 

keV (%) 
662 keV 
Peak (%) 

1173 keV 
Peak (%) 

1274 keV 
Peak (%) 

1332 keV 
Peak (%) 

Run Time 
(min) 

INL - Experimental - - - - - 1,000 

MCNPX 2.09% 12.3% -4.23% -14.5% 1.44% 
1,021 
2.1% 

ADVANTG 2.09% 12.3% -4.23% -14.5% 1.44% 
29 

-97.1% 

RADSAT -0.811% 10.9% 13.3% 10.1% -1.59% 
992 

-0.8% 
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5.2.3 Comparison of Full and Empty Assemblies 
 
Comparing the two assembly position cases (the full C2 slot and the empty A4 slot) produces 
Figure 28 below.  It is apparent that MCNPX, ADVANTG, and RADSAT all faithfully represent 
the difference in magnitude in the spectra between the full and empty locations in the cask. 
 

 
Figure 28. Comparison of Cask Scanner Detector Response in the full C2 and empty A4 slots 

 
It is important to note that there are certain features in the simulated data that are not apparent 
in the experimental data and vice versa.  The 511 keV peak does not show up in the simulated 
data because the positron annihilation after pair production is not modeled in the Monte Carlo 
simulations.  Also, it is quite common for simulated gamma-ray detector responses show fewer 
counts than experimental data in the energies just higher than a peak.  Again this feature is 
apparent for all of the codes.  Lastly, the peak heights do not completely match up in the 
simulated data because of the Gaussian energy broadening terms not being quite the same as 
the measured data.  The metric compared is the integrated counts under each of the peaks or 
the region of interest. 
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6.0 Generic Radiation Portal Monitor Benchmarks 
 
 

6.1 Description 
 
Another case extensively modeled by PNNL is the Radiation Portal Monitor.  This could be both 
a neutron and gamma case as there are both neutron and gamma detectors, but only gamma 
detection is included here.  This represents a photon transport problem, with spectroscopic 
detectors located over a range of positions.  This case is a PNNL generic advanced 
spectroscopic portal (PGASP) monitor. The four NaI gamma detectors in this model are taken to 
be identical, individually (lead) shielded, 4"W x16"H x2"D crystals, positioned in a two-by-two 
array spaced vertically to span the full height available within each panel as shown below in 
Figure 29.  A single panel is representative of PNNL RPM prototype detector system which is 
tested with various sources. 
 

 
Figure 29. The geometry for the Generic Radiation Portal Monitor case. 

 
 

6.2 Comparison of Results 
 

6.2.1 60Co Source 
 
The detector measurements are made over 5 minutes for sources at a distance of 2 m from the 
front of the panel door. Detector counts for a 60Co source are used to calibrate the 1024 energy 
channels. Calibration and comparisons assume background subtracted data.  Figure 30 and 
Table 6.1 show the comparison of the MCNP model results and the background subtracted 
data.  The background is shown to highlight that the results in the low energy region may be 
farther from the calculation values, at least in part because of the large background subtraction.  
Also, because of this the total counts may not compare well, but the peak counts, which are 
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what is important, do compare well (within 10% of experimental).  The ADVANTG calculations 
yielded essentially identical answers in about 10% of the runtime, while RADSAT only had a 
moderate speed up. GADRAS did not perform as well on the total counts, but did very well on 
the peak counts and was much faster than any of the other codes. GADRAS clearly does well in 
standard measurement geometry and detector scenarios when looking at peak counts. 
 

 
Figure 30. Comparison of MCNP with 60Co source measurements for data used as calibration. 

 
 

Table 6.1. Summary of Results for 60Co 

Method 
Total 
(cps) 

1173 keV 
(cps) 

1332 keV 
(cps) 

Run Time 
(min) 

Experimental 211 40 35 - 

MCNP 191 36 32 13.0 

Diff (%) -9.5% -10% -8.6% - 

ADVANTG 191 36 32 1.3 

Diff (%) 0.0% 0.0% 0.0% -90% 

RADSAT 212 40 32 8.5 

Diff (%) 0.4% ~0% -9.0% -34.6% 

GADRAS 152 42 37 <1 

Diff (%) -28.1% 4.6% 6.3% <-92.3% 
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6.2.2 137Cs Source 
 
The next case is a 10μCi 137Cs source.  The results are shown below in Figure 31 and Table 
6.2.  Once again, RADSAT had a moderate speedup in run time, but the ADVANTG calculations 
yielded essentially identical answers in about 10% of the runtime. GADRAS also performed the 
best in with this source, as it did with the 60Co source. Therefore, these benchmarks are best 
represented in their peaks by GADRAS. 
 

 
Figure 31. Comparison of MCNP with 137Cs source measurements. 

 
Table 6.2.  Summary of Results for 137Cs 

Method 
Total 
(cps) 

662 keV 
(cps) 

Run Time 
(min) 

Experimental 221 109 - 

MCNP 210 123 22.9 

Diff (%) -5.0% 12.8% - 

ADVANTG 210 123 2.22 

Diff (%) 0.0% 0.0% -90% 

RADSAT 208 101 8.5 

Diff (%) -6.2% -7.6% -62.9% 

GADRAS 222 123 <1 

Diff (%) 0.1% 13.2% <-95.6% 
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7.0 Radiography Benchmark 
 
 

7.1 Description 
 
This benchmark represents a radiographic scan of a cargo container containing metal plates 
[Miller, et al., 2011].  It is included because it is much different than the standard detection case, 
but still of importance to scenarios of interest to NA-22.  As a gamma transport problem, this 
case is both highly collimated (so strongly dependent on directionality) and requires high spatial 
resolution at the detector; radiography problems in general can include relatively high photon 
flux.  The model consists of four major components: cargo truck, cargo (steel plate test frame), 
detector (on the radiography truck), and 60Co source. The cargo truck consists of a truck bed 
modeled as a plate of 1-cm thick carbon steel underneath a 2.54-cm-thick sheet of wood. 
Support beams are modeled beneath the steel truck bed in both lateral directions. The center of 
the cargo truck is located midway between source and detector.  The radiography truck model 
consists of a steel plate for the truck bed, with two equipment boxes on either side of the 
detector housing (homogenized steel at a density of 1.0 g/cm3), an 1800 kg steel counterweight, 
and a vertical support for the crane arm, which suspends the source and collimator. No tires are 
included on either truck. The ground is modeled as a cylindrical slab of concrete (18-meter 
diameter; 20-cm thick); the surrounding environment is air with 50% relative humidity. 
 
The 60Co source rests inside a tungsten collimator. The opening angle is set to 3.21 horizontally 
(corresponding to an opening 0.84 cm wide) and 331 vertically. The vertical opening angle, in 
combination with measured source height and distance from the detector array, prevents the 
beam from shining directly on the ground. The source is modeled with an activity of 0.5 Ci.  The 
geometry is shown below in Figure 32.  The top is a side view of the model, with source and 
collimator at left and line detector on radiography truck at right. The gray fan represents the 
directly illuminated region.  The bottom of the figure is a view of the radiography detector system 
looking down from above. The fan of incident radiation is perpendicular to the plane of the 
picture, with the source off screen at the bottom of the image. 
 

 
Figure 32. The geometry for the Radiography case. 
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7.2 Comparison of Results 
 
Figure 33 shows the MCNP5 run results of relative detector response as a function of height for 
a 17.8 cm (7-in) thick plate of steel. The runtime to simulate 3.4x107 histories is about 393 
minutes. Note that the noise in the measured data is due to counting statistics, not any physical 
processes.  The ADVANTG run yielded identical results to the analog MCNP run, but took about 
639 minutes, or around 63% slower.  The issues with the hybrid methodology is that point 
tallies, which are used for radiography cases essentially have infinite variance (poor 
performance when collisions are near the detector) and are themselves a form of variance 
reduction and one that is more suited to the problem than weight windows.  The geometry itself 
is mostly air with a long mean free path and few thick obstacles. The RADSAT results, run with 
and SN order of 16, a PN order of 2, and a global 50 cm mesh size, only ran for 16 minutes, or 
96% faster than MCNP. GADRAS also yielded very good results, but missed some features on 
the edges. That is because in the one dimensional calculations, there is either steel shielding or 
not, so there are only two values of response. 
 

 
Figure 33. Measured and simulated response for the 17.8 cm-thick case. 
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8.0 Polyethylene Coupled Neutron Gamma Benchmark 
 
 

8.1 Description 
 

Neutron-induced photon signatures are an important component of many radiation detection 
scenarios, but are computationally expensive.  The purpose of the polyethylene coupled neutron 
gamma benchmark is to define a basic well understood problem model with MCNP.  The 
polyethylene coupled neutron photon problem uses a simple geometric configuration to 
demonstrate the simulation of a coupled neutron photon problem. 
 
A 8,000 cm3 cube of polyethylene is irradiated using a 40 mCi 252Cf  neutron source positioned 5 
cm from one face of the polyethylene cube.  A coaxial high-purity germanium (HPGe) 
spectrometer, with a relative efficiency of 11% (active crystal dimensions approximately 5 cm in 
diameter by 3 cm thick, full-width at half-maximum energy resolution of approximately 3 keV at 
1333 keV) is placed 5 cm away from the opposing face of the cube. Only the polyethylene cube 
with surrounding air is considered for neutron induced gamma production – zero gamma 
production in the detector is assumed. This is to allow comparisons with methods [Smith et al. 

2009] which separate transport into a source region and a detector response region for the (n,γ) 

problem [Burns 2009].  This case was done at PNNL, but funded by Gus Caffrey at INL.  Figure 
34 shows the problem geometry for this case. 
 

 
Figure 34. The geometry for the Polyethylene Coupled Neutron Gamma Case. 

 
 

8.2 Comparison of Results 
 
RADSAT was run with a global mesh size of 0.025 meters, Triangle Chebychev Legendre 
quadrature, S16P2 Galerkin scattering treatment and 79 neutron groups.  Results for the pulse-
height tally with HPGe spectrometer viewing the polyethylene sample are shown in Figure 35 
assuming a 2 hour measurement time for a 252Cf source with an activity of 40 mCi.  Key 
observations from that comparison include the obscuring of the lower-energy, lower-yield 0.511 
MeV annihilation line from the sample, but the enhancement of the double-escape peak at 1.20 
MeV (due to relatively low stopping power, in the small HPGe spectrometer, for the 2.223 MeV 
line produced from 1H radiative capture). 
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The ADVANTG results were essentially identical to the MCNP results and all of the peaks 
converged faster except for the 4.439 MeV peak, which made the whole run slower.  Also, the 
overall spectrum ran slower. Part of the issue was that many histories were born outside of the 
weight windows.  Another part of the issue is that ADVANTG can’t optimize the weight windows 
generation for an n,gamma problem.  For this problem the weight windows are optimized for the 
neutron source, however the gammas that it generates happen to be generally coming from and 
going to the same directions, so it works.  However, ADVANTG would not always work well for 
other coupled particle problems, specifically if the source and detector were off axis. If one or 
two peaks were the only metrics of interest, ADVANTG could potentially yield a speedup in the 
problem, which would be substantial. Table 8.1 indicates the total count rate in the prominent 
peak regions for detector response. 
 
GADRAS includes processes for fission gammas and (n, γ), which show up often as high-
energy portions of the gamma-ray spectra. The DectectiveEX100, which is one of the included 
GADRAS detectors, was used since it has similar efficiency (11.5%) as the HPGe detector used 
in the MCNP models (11% efficiency). With so much scattering in this problem and secondary 
particle generation, GADRAS did not work well. 
 

  
Figure 35. MCNP5 Results for Pulse-height Tally in HPGe Spectrometer 
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Table 8.1. Quantitative Peak Intensities for Polyethylene 

 Discrete Gamma-Ray Energy (MeV) Run Time 

Method 1.2625 2.223 3.684 4.439 4.9465 6.25 Hours 

MCNP 
(γ/sec-cm2) 

2.88E-08 1.74E-05 2.99E-08 3.51E-07 6.57E-08 2.54E-12 914 

ADVANTG 
(γ/sec-cm2) 

2.90E-08 1.75E-05 2.99E-08 3.52E-07 6.55E-08 2.51E-12 
936 
(46) 

Diff (%) 0.82% 0.36% 0.15% 0.41% 0.23% 1.07% 
2.4% 

(-95%) 

RADSAT 
(γ/sec-cm2) 

2.88E-08 1.80E-05 3.09E-08 3.38E-07 6.70E-08 3.47E-12 5 

Diff (%) 0.05% 3.44% 3.23% 3.82% 1.91% 36.6% -99.5% 
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9.0 UF6 Cylinder Benchmark 
 
 

9.1 Description 
 
This case includes a model of a UF6 cylinder developed to determine the uranium enrichment 
from gamma-ray spectroscopy [Smith, et al. 2010].  It is an example of a multi-physics particle 
transport problem where various decay processes result in the detectable gamma emissions, as 
well as including a highly self-attenuating source volume. A more accurate prediction of 
enrichment is expected by modeling the contributions from each gamma emitting process, 
which are modeled a six separate and independent source terms to account for the main 
features of the measurement. In addition to the185-keV containing emission from 235U, the five 
additional processes include 1) gamma emission from 238U; 2) gamma emission from 232U; 3) 
gammas produced in (n,γ) reactions from spontaneous fission neutron emission from 238U; 4) 
gammas produced in (n,γ)  reaction from neutrons resulting from 19F(α,n) reactions induced by 
234U alpha decay; and 5) bremsstrahlung gammas produced from the beta decay of 234mPa.  The 
geometry is shown below in Figure 36.  The detector system consists of three collimated 3”x3” 
NaI gamma detectors, shown below in Figure 37 with front and back polyethylene fences 
reflecting neutrons to iron around the detectors and the 30B cylinder. 

 

 
Figure 36. The geometry for the UF6 cylinder case (MCNP model geometry on the right). 
 

 
Figure 37. MCNP detector model geometry; (red) steel, (pink) poly and (green) NaI. 
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9.2 Comparison of Results 
 
Each of the individual sources mentioned above was run as an individual source term and 
calculation, and then the results are summed together in post-processing.  Each of the MCNP 
cases were run with 1010 histories on a cluster of 128 processors.  In addition to collimation and 
shielding, the iron serves as an (n,γ)  converter to produce detectable ~7.6-MeV gammas. 
Therefore, the neutron source cases [238U spontaneous fission and 234U decay induce (α,n)] are 
run with both neutron and photon transport enabled.  The spectra from the different sources and 
their sum are plotted below in Figure 38. The spectra are the summed response of three 3x3 
NaI detectors for a UF6 30B cylinder with 235U content of 4.0 wt %. 
 
ADVANTG could not be used for this scenario because fission is not considered in fixed-source 
Denovo calculations and MCNP5 does not support an F8 tally with and coupled neutron gamma 
problem while using weight windows. Also, weight windows cannot be optimized for the n, 
gamma sources. 
 

 
Figure 38. MCNP calculated detector response results. 

 
The percent difference between the measurement and simulated results as a function of energy 
is also plotting in Figure 39.  The runtimes are given below in Table 9.1. Because the sources in 
this case are varied and have many features, instead of peak or total counts, a residuals plot is 
analyzed to look at the agreement of the calculations over all energy groups.  The large 
differences in the region between 1,100 and 2,000 keV are from large uncertainty in the MCNP5 
and RADSAT results for the 238U vector, which has few emissions in this region. Similarly, the 
larger differences among the bins in the 3,000-8,500 keV range are to low counts in the 
measurement. However if we compare the total count rate in this range, which is used as the 
nontraditional enrichment metric, the results are quite similar (33.45 cps for MCNP5 and 32.25 
cps for the measurement).  In regions where both MCNP5 and the measurement have low 
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uncertainty, the percent difference in count rate is below 30%. RADSAT appears to be biased 
slightly high above about 2,000keV, but uncertainties below that are comparable to that of 
MCNP.  The RADSAT cases ran in roughly half the time it took MCNP to run. 
 
GADRAS was also run, but could not do the n,gamma coupled sources, so the results only go 
to just over 2,000 keV.  There are also significant uncertainties in the GADRAS result.  
GADRAS might be okay to use for this as a first pass to get an order of magnitude calculation, 
or comparison between cylinders of different enrichment before a more rigorous calculation is 
performed. 
 
 

 

 
Figure 39.  MCNP modeled versus measured data for a 4% Enriched UF6 30B cylinder, with 

residuals plot on the bottom. 
 



 

46 

 
Table 9.1. MCNP Run Summary 

Sources Transport Histories MCNP RunTime RADSAT Runtime 

U235 γ 1010 78 m 42 m 

U238 γ 1010 78 m 51 m 

U232 γ 1010 81 m 35 m 

U238sf n,γ 1010 516 m 273 m 

U234a n,γ 1010 496 m 268 m 

Pa234m γ 1010 78 m 30 m 

Total n,γ 6x1010 1,327 m 
(22 h 7 min) 

699 m 
(11 h, 39 min) 
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